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Preface

The Institute of Safety Research (ISR) was over the past 20 years one of the six Research
Institutes of Forschungszentrum Dresden-Rossendorf e.V. (FZD), which in 2010 belonged to
the Wissenschaftsgemeinschaft Gottfried Wilhelm Leibniz. Together with the Institutes of
Radiochemistry and Radiation Physics, ISR implements the research programme ,,Nuclear
Safety Research* (NSR), which was during last years one of the three scientific programmes
of FZD. NSR involves two main topics, i.e. “Safety Research for Radioactive Waste
Disposal” and “Safety Research for Nuclear Reactors”. The research of ISR aims at assessing
and enhancing the safety of current and future reactors, the development of advanced
simulation tools including their validation against experimental data, and the development of
the appropriate measuring techniques for multi-phase flows and liquid metals.

The subtopic “Materials and Components Safety” is focused on the experimental
investigation and modelling of the irradiation induced ageing of reactor construction
materials. Monte-Carlo transport calculations are used to characterize the neutron irradiation
in terms of flux and dose. Authentic irradiated specimens from decommissioned reactor
pressure vessels and irradiated model alloys are subjected to fracture mechanical tests in
dedicated hot cells. The irradiated reactor pressure vessel steels are investigated by advanced
techniques in order to detect and characterize the neutron induced defects on the nano and
sub-nano meter scale. On one hand, these experimental data along with the mechanical test
results are used to gain basic understanding of the ageing mechanisms. On the other hand,
these data constitute the reference for the multi-scale modelling of the ageing effects ranging
from molecular dynamics and rate theory up to fracture mechanical calculations. This
subtopic relies on close collaboration with the Institute of Ion Beam Physics and Materials
Research inside FZD regarding the modelling efforts. The research work is embedded in
EURATOM projects on the ageing of reactor materials like NULIFE, PERFORM®60, and
LONGLIFE. The latter is coordinated by FZD.

The subtopics “Thermal Fluid Dynamics of Multi-Phase Flows” and “Magneto-
Hydrodynamics (MHD)” deal with the thermal hydraulics of light water reactors (LWR) and
liquid metal flows. The thermal hydraulics studies aim at the development of a new
generation of thermal hydraulic simulation tools that are capable of describing transient multi-
phase flows relying on models which consider the local flow characteristics. These tools have
to be validated against experimental data of sufficient resolution in space and time to allow
for appropriate comparison with the calculations. For that reason, the transient two-phase flow
test facility TOPFLOW is an essential element of FZDs reactor safety research. Due to its
industry relevant scale, its sophisticated experimental techniques, as e.g. the pressurised
chamber, and above all because of the advanced instrumentation, TOPFLOW represents a
unique facility worldwide. The development of measuring techniques for multi-phase flows,
up to fast tomographic imaging, is constitutional part of our reactor safety research.

Generation IV fast nuclear reactors use liquid metal coolants like sodium or lead,
transmutation facilities or neutron spallation sources are supposed to work with a liquid lead-
bismuth target. Adequate instrumentation for such liquid metal flows is decisive for the basic
safety concept of these reactors. The new multi-purpose sodium platform DRESDYN, of
which the design has been started in 2010, will offer the unique chance for the development
of the above mentioned technologies. The results obtained at DRESDYN will also be used to
develop and validate adequate simulation tools for liquid metal flows. DRESDYN will also be
designed to astrophysical laboratory experiments, related for instance to the self-excitation of
cosmic magnetic fields and to the role of magnetic fields in the stability of cosmic flows. The
platform offers the unique chance to combine both types of experiments in one and the same



experimental environment. The MHD research is implemented in close collaboration with
partners from TU Dresden, TU Bergakademie Freiberg, and IFW Dresden in frame of the
Collaborative Research Centre SFB 609 funded by DFG.

Both, the activities on LWR thermal hydraulics and on liquid metals are integrated into key
European projects such as NURISP, ADRIANA, CP-ESFR or THINS.

The subtopic “Accident Analysis of Nuclear Reactors” makes use of the results generated by
the materials and thermal hydraulics research of the reactor safety programme in order to
create new quality simulation tools for current and future reactors and to analyse the safety of
these reactors. In the centre of this subtopic, our in house three-dimensional reactor dynamics
code DYN3D is continuously developed with regard to the

e implementation of neutron transport options into the diffusion based code,

e the availability of multi-scale options in neutronics calculations,

e the integration into a multi-physics environment,

e the link to sensitivity and uncertainty analysis tools, and

e code versions for GEN-IV reactors.
These efforts are embedded into the European initiative NURESIM (Nuclear Reactor
Simulation) on the creation of a uniform simulation platform for nuclear reactors. DYN3D is
one of the reference codes within this platform. DYN3D can refer to a growing user
community. The support of these users, in particular of the Eastern European users applying
DYNS3D to the safety analysis of Russian reactors, is part of the subtopic. There is clearly a
growing interest of industry in getting access to DYN3D.
Moreover, the subtopic addresses experimental and theoretical mixing studies in the context
of LWR boron dilution and cold water scenarios as well as experiments and simulations on
the possible clogging of LWR sump screens and of the fuel assembly spacer grids by
insulation material released in a loss of coolant accident.
The activities in accident analysis are parts of large international (EU, OECD, AER, etc.) and
national research projects. Recently, there is a clear tendency to shift the emphasis in the
subtopic from LWRs to high-temperature and GEN-IV reactors.

ISR is financed through the basic funding of FZD, as well as by external funds from public
research grants and from contracts with industry. In 2010, 49% (4.695 k€) of our total
expenditure were covered by such external funds with 26% from research grants of the
Federal Government, 8% originated from Deutsche Forschungsgemeinschaft, 4% from EU,
and 11% from research contracts with industry (see Fig. 1). The deployment of the total
budget on the different projects and the user facility TOPFLOW is illustrated in Fig. 2.

Together with the Dresden Technical University, the Zittau University of Applied Sciences,
and VKTA (Verein fiir Kernverfahrenstechnik und Analytik) Rossendorf, the ISR represents
the East German Centre of Competence in Nuclear Technology (Kompetenzzentrum Ost fiir
Kerntechnik) which in turn is a member of the German Alliance for Competence in Nuclear
Technology (Kompetenzverbund Kerntechnik). As such, ISR also takes care to keep and
promote the expertise in nuclear engineering.

Since autumn 2010 significant changes took place at ISR and FZD. At first, the long-term and
founding director of ISR, Prof. Dr. Frank-Peter Weill left ISR with the beginning of
November 2010 and became the CEO of the German Gesellschaft fiir Anlagen- und
Reaktorsicherheit. I took over the acting directorship with the expectation that a new director
of ISR will be selected via the usual appointment procedure. With the begin of 2011, FZD
became a member of the German Helmholtz society (HGF) and changed his name to
“Helmholtz-Zentrum Dresden-Rossendorf (HZDR)”. HGF is clearly a much better host for
nuclear safety research as this subject is within HGF a dedicated programme in frame of the



research field Energy. As already well-prepared over the years, the cooperation with KIT and
FZJ will be further intensified and coordinated under the HGF roof.

In March 2011 the Fukushima nuclear accident took place and in the following few months
Germany decided to finally escape from the use of nuclear power until 2022. This so-called
“Energiewende”, which was already longer planned but became now more definitive, is
strongly based on the decision that renewable energy sources, mainly wind and solar, shall
take over a significantly larger part of the German energy supply. No doubt, the handling of
such highly fluctuating sources will be a challenging task for the next decade. Not less
challenging will be the question how the requested CO, reduction shall be realized on the
background of the decided programme to install new coal or gas based power stations.
Furthermore, the announced goals of energy reduction (20% until 2020, 50% until 2050)
appear as even more challenging in view of the fact that major strategic developments
(photovoltaic, e-mobility, new transmission lines) represent, at least for a transitional period
of several years, dedicated activities of increased power consumption.

After Fukushima the role of nuclear safety research in Germany was intensively discussed
among the related authorities. Fortunately, there was a clear and complete agreement that the
escape from nuclear power generation shall not be accompanied by an escape from the related
safety research. In August 2011 it was fixed in frame of the 6" energy research programme of
the German government that research works on nuclear safety research shall be continued in
Germany approximately on the existing level. Know-how conservation as well as education
and training of young people are particularly mentioned as important topics for NSR.

The general change connected with the German Energiewende has triggered a decision of the
HZDR’s Board of Directors to re-organize the works in the two institutes of Safety Research
and Radiochemistry in such a way that both institutes will be closed at the end of 2011, but
the two new institutes of Fluiddynamics and Ressource-Ecology will be created. The latter
institute will involve the previous activities of “Accident Analysis of Nuclear Reactors” with
an increasing focus on the subject of Transmutation. The fluiddynamic investigations will
partly remain in the NSR programme, but will also belong to the new HGF programme of
“Materials, Energy- and Resource-Efficiency”. The NSR activities on materials research will
in future belong to the institute of lon Beam Physics and Materials Research. There is a clear
agreement at HZDR that the programme works on NSR will be continued on the presently
existing level, in particular in close cooperation with the partners of the HGF research
programme and the Kompetenzzentrum Ost flir Kerntechnik.

Due to this restructuring at HZDR, the present annual report of the Institute of Safety
Research will be the last one. ISR has developed over the past 20 years to a well-recognized
partner in the national and international nuclear safety research, which was only possible due
to the encouraging work of all staff members and, in particular, the guidance of the previous
director, Prof. Dr. Frank-Peter Weil}. I would like to thank all staff members of the institute
for their engagement and high quality work.

P

Gunter Gerbeth Rossendorf, November 17, 2011
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Fig. 2: Deployment of funding on the subtopics and the user facility TOPFLOW in 2010
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ULTRAFAST THREE-DIMENSIONAL LIMITED-ANGLE
X-RAY COMPUTED TOMOGRAPHY

Martina Bieberle, Frank Barthel, Hans-Jiirgen Menzl, Hans-Georg Mayerl,
and Uwe Hampel

1. Introduction

Recent years have seen considerable progress in fast imaging techniques. Most notably, high-
speed cameras have evolved towards imaging devices which are able to acquire hundred
thousands of images [1]. In many scientific and engineering problems, however, radiation
based imaging techniques are needed, which can give insight into the structure of opaque
bodies. Since fast X-ray radiography [2] is only able to provide superimposed images, a focus
of research lies on the acceleration of computed tomography methods. Especially in the field
of flow imaging, a number of new techniques have been developed for example by using
multiple gamma ray [3] or X-ray sources [4]. Also, magnetic resonance imaging [5] is able to
provide high-resolution images at comparatively moderate speed (100 s™') However, none of
today’s tomographic imaging modalities is able to visualize processes at rates above 100
frames per second with high spatial resolution in three spatial dimensions. Nevertheless, this
is highly desirable for flow measurements because phase-boundaries and flow structures will
not be bound to a frozen axial movement in the main flow direction.

Recently, we introduced ultrafast electron beam X-ray computed tomography to flow
measurement [6]-[8]. This technology allows cross-sectional imaging of objects with up to
10 000 frames per second speed. Now we demonstrate the opportunity to obtain volumetric
image data [9] with a spatial resolution in the range of one millimetre and a temporal
resolution of more than 500 volumes per second using an experimental tomography setup.

2. Electron beam X-ray CT
2.1. Setup

The principle of three-dimensional ultrafast electron beam X-ray CT is illustrated in Fig. 1.
An electron beam of 150 kV acceleration voltage and 7 mA beam current is focused onto an
elongated tungsten target which has a step-like geometry. An electromagnetic deflection
system scans the electron beam with a frequency of 2 kHz across the 160 mm long tungsten
target such that the focal spot sweeps successively from top to bottom across each of the 8
milled target steps. The sweep time per step is 250 ps and thus a volumetric image rate of 500
volumes per second is reached. From the moving focal spot, X-rays are emitted, which pass
the object in front of the target and are registered by an X-ray detector arc on the opposite side
(256 pixel, 1.5 x 1.5 mm? pixel size, 1 MHz sampling rate). The whole setup, including the
object of investigation, is operated in a vacuum chamber.

The acquisition of projections differs from conventional X-ray CT in that way, that the
angular range of projections is confined to the end points of the focal spot path on the target
(limited angle CT). Projections from all possible angles around the object as required for
conventional CT cannot be acquired due to restrictions imposed by three-dimensional
imaging with a fixed detector. A full angle CT would require an angular overlap of target and

" Institute of Nuclear Energy Technology and Energy Systems, Stuttgart University
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detector which is not feasible. As a consequence it is no longer practicable to reconstruct
images with analytical image reconstruction techniques. Instead iterative algorithms are
appropriate. From the viewpoint of three-dimensional tomography the used projection scheme
is similar to classical cone-beam tomography [10]. The difference lies mainly in the inverse
arrangement of a single detector arc and multiple source paths instead of a single source path
and an array of detector elements.

-y

electron gun \

focussing coils

deflection coils [

i,u‘

object of investigation
focal spot paths !
detector arc\ - ¥ target I
=3 - "
,_,._. > detector stepped
target

Fig. 1: Experimental setup of ultrafast 3D electron beam X-ray computed tomography

electron beam

2.2. Data processing

The inverse problem requires iterative image reconstruction, which means, that the projection
measurement is modeled by the linear equation system p = A -n, which considers the integral

attenuation values p; of an X-ray path k as a sum of individual voxel contributions
po=—log(1/1,), = a,u,. (1)

Therein, I and I, denote the attenuated and reference X-ray intensities for the ray, u, the
attenuation coefficient in the volume element » and ay, the geometric contribution of voxel n
to X-ray k. The number of X-rays (or projection values) is given by the number of source
positions times the number of detector elements and the number of voxels is given by the size
and resolution of the 3D volume to be reconstructed. The algebraic reconstruction technique
(ART) [11] as one of the most accepted iterative reconstruction methods with the iteration
formula
()
p‘Y = max| 0, p' +ﬂ,%-az ()
a,

has been implemented to solve (1).

For the study of binary distributions, as for example in two-phase flows, in which the
attenuation coefficients of the single phases are known a priori, an alternative reconstruction
algorithm has been implemented. It aims at a direct reconstruction of phase boundaries from
the projection data. This algorithm is derived from the level set method [12], which was
originally developed to model moving interfaces. The new level set reconstruction (LSR)
algorithm directly recovers the phase boundaries from the tomographic projections by treating
the phase boundary as the zero level set of an underlying function ¢. This level set function

is iteratively deformed by a force function F', satisfying in each step the level set equation
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Following the ART concept, the discrete values for the force function F are chosen as the
sum of the normalized deviations between the measured attenuation values p; and the ones

determined by the binary distribution u(i) , wWhich in turn is defined by the current boundary
(p=0), that is

-5 o) 2]

The LSR algorithm converges towards a solution which defines a binary distribution with the
same projection values as the measured projection data. Thus, this algorithm combines
different advantages. First, the phase assignment is directly integrated in the reconstruction
process, i.e. no further processing is necessary. At the same time, the limited-angle artifacts
are effectively suppressed, since the lack of information from the inaccessible viewing angles
is compensated by the a priori information about the attenuation coefficient of the involved
phases. Finally, the level set approach leads smooth boundaries and thus prevents noise in the
projection data from reducing the image quality exceedingly.
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Fig. 2: Tomography results of fluidized particles of diameter 2 mm, 5 mm and 10 mm.
reconstructed cross-section using ART (a) and LSR (b), sequence of rendered volume images

(©)
3. Experiments
In order to test the capability of ultrafast x-ray tomography to image dynamic three-

dimensional material distributions, different experiments have been carried out. A modified
commercial electron beam welding system served as an X-ray scanning system. It provides all
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necessary features such as a high power electron beam with vacuum and deflection system.
The X-ray detector was specifically designed for this application and purpose-built
reconstruction software was applied.

3.1.  Fluidized particles

In a first experiment, the movement of fluidized large particles in an upward gas flow was
studied. Polyoxymethylene balls of 2 mm, 5 mm and 10 mm diameter served as particles for
fluidization inside an aerated vertical pipe of 38 mm inner diameter. The balls could freely
move within a small axial section defined by two wire mesh barriers. A reference
measurement (/y in eq. (1)) with no balls in the scanned volume and flow measurements (/)
with balls at an adjusted air flow rate were acquired.

The measured data was pre-processed and reconstructed using ART and LSR, respectively.
The results of the two alternative reconstruction techniques described above are presented in
Fig. 2a and b in form of cross-sectional images. Furthermore, a sequence of rendered 3D
images of the reconstructed distributions is shown (Fig. 2¢). As can be seen, the irregular
movements of the balls are fully captured without any motion artefacts. Particle velocities
were determined by simple displacement analysis, which recovered a maximum of 1.4 m/s.
The shapes of the particles are not distorted as it is known from limited-angle CT owing to the
level-set-reconstruction. The particle sizes have been extracted from the 3D images and a
standard deviation of 0.19 mm from the nominal radius of the balls was found for the level set
reconstruction.
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Fig. 3: Tomography results of a bubbly water-air two-phase flow passing an 18 mm diameter
orifice in a 38 mm diameter pipe
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3.2.  Water-air two-phase flow

In a second experiment, a water-air two-phase flow within an upward pipe of 38 mm diameter
was studied. In order to examine a real three-dimensional phenomenon of practical relevance,
an orifice that reduces the pipe diameter by a factor of about two was placed within the pipe
and the two-phase flow passing this obstacle was observed. Gas has been injected 22 mm
below the orifice and different liquid and air flow rates have been studied over a period of one
second each. Fig. 3 shows part of a sequence acquired at a liquid flow rate of 20 I/min
(0.30 m/s superficial liquid velocity) and a gas flow rate of 10 I/min (0.15 m/s superficial gas
velocity). Each frame shows the extracted phase boundaries in combination with the contours
of the orifice. The sequence visualizes gas bubbles which are captured within the stagnation
zones upstream of the orifice as well as bubbles which are elongated by the flow acceleration
while passing the orifice. This impressively demonstrates the capability of this ultrafast X-ray
tomography to recover the three-dimensional structure of a complex two-phase flow, which
cannot be achieved with any other measurement technique at such temporal and spatial
resolution by now. Furthermore, due to the high imaging speed, gas bubbles could be tracked
over several volume frames and even their dynamic deformation by different forces within the
flow can be studied. In this way, this simple experiment provides already valuable
information for the modelling of bubble forces in disperse gas-liquid flows and the validation
of direct numerical simulation of complex flows.

4. Conclusions

A new ultrafast three-dimensional X-ray tomography method has been presented and its
capability to visualize highly dynamic flow situations with distinct three-dimensional
structure has been demonstrated. In a fluidized particle experiment, the free three-dimensional
motion of polyoxymethylene particles has been captured and the sizes as well as the velocities
of the particles have been determined. In a two-phase flow experiment visualizing the phase
boundaries of the flow while passing through an orifice an even more complex flow could be
studied. We consider the experiments presented as an initial step into a new world of ultrafast
three-dimensional X-ray tomography. This new method can be very valuable for the
modelling of complex multiphase flow and stimulate further experimental studies. As a proof-
of-principle it shall furthermore open the door towards more dedicated scanner developments.

References

[1] R. D. Brown, Z. Warhaft, G. A. Voth (2009), Acceleration statistics of neutrally
buoyant spherical particles in intense turbulence, Phys. Rev. Lett. 103, 194501.

[2] Y. J Wang, X. Liu, K.-S. Im, W.-K. Lee, J. Wang, K. Fezzaa, D. L. S. Hung, J. R.
Winkelmann (2008), Ultrafast X-ray study of dense-liquid-jet flow dynamics using
structure-tracking velocimetry, Nature Phys. 4, 305-309.

[3] G. A. Johansen, T. Fraystein, B. T. Hjertaker, @. Olsen (1996), A dual sensor flow
imaging tomographic system, Meas Sci Technol 7, 297-307.

[4] K. Hori, T. Fujimoto, K. Kawanashi, H. Nishikawa H (2000), Development of an ultra
fast X-ray computed tomography scanner system: application for measurement of
instantaneous void distribution of gas—liquid two-phase flow, Heat Trans Asian Res
29(3), 155-165.

[5] C. R. Miiller, J. F. Davidson, J. S. Dennis, P. S. Fennell, L. F. Gladden, A. N.
Hayhurst, M. D. Mantle, A. C. Rees, A. J. Sederman (2006), Real-Time Measurement
of Bubbling Phenomena in a Three-Dimensional Gas-Fluidized Bed Using Ultrafast
Magnetic Resonance Imaging, Phys. Rev. Lett. 96, 154504.

15



[6] M. Bieberle, F. Fischer, E. Schleicher, D. Koch, K. S. do Couto Aktay, H.-J. Menz,
H.-G. Mayer, U. Hampel (2007), Ultra fast limited-angle type X-ray tomography,
Appl. Phys. Lett. 91, 123516.

[7] M. Bieberle, F. Fischer, E. Schleicher, D. Koch, H.-J. Menz, H.-G. Mayer, U. Hampel
(2009), Experimental two-phase flow measurement using ultra fast limited-angle-type
electron beam X-ray computed tomography, Exp. Fluids 47(3), 369-78.

[8] M. Bieberle, F. Fischer, E. Schleicher, H.-J. Menz, H.-G. Mayer, U. Hampel (2010),
Ultrafast cross-sectional imaging of gas-particle flow in a fluidized bed, AIChE
Journal 56(8), 2221-25.

[9] M. Bieberle, F. Barthel, H.-J. Menz, H.-G. Mayer, U. Hampel (2011), Ultrafast three-
dimensional X-ray computed tomography, Appl. Phys. Lett. 98, 034101.

[10] L. A. Feldkamp, L. C. Davis, J. W. Kress (1984), Practical cone-beam algorithm, J.
Opt. Soc. Am. A 1, 612-19.

[11] R. Gordon, R. Bender, G. T. Herman (1970), Algebraic reconstruction techniques
(ART) for three-dimensional electron microscopy and X-ray photography, J Theor
Biol 29, 471-481.

[12] J. A. Sethian (1999), Level Set Methods and Fast Marching Methods, Cambridge
University Press, Cambridge.

Acknowledgements

This work was supported by Deutsche Forschungsgemeinschaft (DFG) grant no. HA 3088/3-1
and KO 2942/3-1.

16



AUTONOMOUS SENSOR PARTICLES FOR PARAMETER
TRACKING IN LARGE REACTOR VESSELS

Sebastian Reinecke, Martin Tschofen, Uwe Popping, and Uwe Hampel
1. Introduction

The acquisition of spatial parameter distributions in large-scale vessels, such as large tanks,
reactors, fermenters, etc., is of great interest for the investigation and optimization of
industrial processes. This is especially the case for fermentation biogas reactors, where a
number of process parameters, such as the temperature profile, distribution of pH, local
growth rate of the biomass, gas-liquid fraction in the substrates as well as flow characteristics,
such as velocity profiles, dead zone locations and short-circuits of liquids, are of interest to
engineers and operators. Knowledge of a few basic physical parameters, such as temperature
and local velocities, allows us to draw conclusions with regard to the efficiency of the mixing
and heating regimes. However, in most industrial applications and especially in fermentation
gas production, the measurement and monitoring of significant parameters in reactor vessels
is hampered by limited access to the process itself, because sensor mounting or cable
connections are not feasible or desired. Furthermore, state of the art instrumentation of such
reactors is commonly limited to few spatial positions. On the other hand, measurement
techniques giving spatial parameter distributions, such as tomographic, infrared, or optical
imaging techniques, are mostly not feasible due to the size of vessels or the opaque nature of
the mixed liquors and vessel walls. Thus, there is a need for advanced and distributed
measurement techniques and process monitoring in large-scale vessels and containers (for
more details we refer to [1]). For the reasons given above, remote sensing and autonomous
sensor concepts have gained increasing attention in recent years. The ongoing miniaturization
of sensors and the increasing capability of highly integrated circuits have enabled the design
of multi-parameter systems for the acquisition, storage and communication of physical,
chemical or biological process parameters that can be combined in a small-scale and compact
system design [2].

A swarm of autonomous sensor particles and a corresponding base station has been designed
and tested. Validation experiments have been carried out, where the sensor swarm has been
applied to the flow conditions of fermentation reactors. Analysis of the acquired data delivers
conclusive information about spatially distributed process parameter and the internal reactor
conditions in general. Although the intended application of the sensor swarm is in a large-
scale process such as a stirred fermentation biogas reactor, generally it is not limited to this
type of process.

2. System Hardware Design

The system incorporates a swarm of numerous autonomous sensor particles and a
corresponding base station (see Fig. 1a and 1b). A block diagram of the system is shown in
Fig. 1a and 1b depicts a photograph of the measurement system used during the trials. Each
sensor particle comprises of a robust and neutrally buoyant capsule (diameter 45 mm and total
height 73 mm), which is equipped with measurement electronics and three miniaturized
sensors, capturing the basic physical process parameters, namely temperature, pressure as
well as three-axis particle acceleration namely for temperature, pressure (i.e. immersion
depth) and acceleration (see Fig. 1a and 2a). These parameters are already quite instructive for
the evaluation of local flow (mixing) and fermentation conditions. To fit to typical biogas
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fermenter conditions the measuring ranges of these sensors were chosen as follows: pressure
from 100 kPa to 200 kPa, temperature from 10 °C to 70 °C and acceleration from -2g to +2g.
In the future, however, this set of sensors shall be complemented by other sensors, such as
pH/OPR sensors, biochemical sensors or gas sensors. Each sensor particle has a digital
interface to be connected to the base station, which is used to set acquisition parameters and
synchronize the swarm. Download of the measured data proceeds offline using the base
station after recovering the swarm from the process.

(a)

base station

microcontroller "
[ FC module ] H use 11 i
[intertace 1] [interface 2] [intedace 3] [intedace 4] L

sensor capsule #01

microcontroller intarfac
| clock |
oc-nc re FRAMs
convertar module
10 bt
—

3D-inertial
sensor

lemparalurel
sensor

14| pressure
sensor

Fig. 1: Block diagram of the base station with 16 individual connections and the autonomous
sensor particle’s electronics (a) and photograph of the measurement system used during the
trials, comprising a PC, the base station with cable connections and 7 fabricated sensor

particles (b)

The current design of the sensor particle is based on the first particle prototype [3] and is
explicitly described in [4]. An adjustable payload can be placed in the capsule head to give a
balance between buoyancy and gravitation with respect to the process substrate (see Fig. 2a).
This enables free movement of the capsule to follow even slow moving flows. Moreover, the
capsules’ low volume makes it almost unpersuasive towards large-scale processes and thus
the capsule can be regarded as a flowing particle or precisely a sensor particle. In order to
realize long term self-powered operation of the sensor particle a Li/MnO, primary battery is
used as on-board energy storage. This battery is connected to a step-up converter delivering a
constant supply voltage. Moreover as discussed in [5] buffering capacitors are applied in
parallel to reduce battery stresses coming from current peaks during changes in the
operational mode of the sensor particle and from switching of circuit components during
operation. A central processing unit, namely a low power microcontroller, is employed to
control the autonomous operation cycle of the particle, which proceeds over a user defined
interval in the following way: the particle (i) awakes for an active period from sleep mode, (ii)
takes one set of data from all sensors, (iii) stores the data together with a time stamp in its
non-volatile memory, and (iv) returns back to sleep mode. In this way, energy consumption is
strongly reduced in autonomous measurement mode and the runtime of the energy storage can
be optimized. The duration of the sleep mode is user-defined, which allows the adjustment of
the acquisition rate to the conditions in the process under investigation in the range between
60" Hz and 10 Hz.

For analogue interfacing of the pressure and temperature sensor to the microcontroller, two

front-end circuits, which are depicted in Fig.2b and 2c¢, were designed. The pressure
measurement circuit consists of a piezoresistive bridge sensor driven by a constant current
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source. The absolute pressure is derived from the measured output voltage of the low power
instrumentation amplifier V, according to the linear regression equation

p:kl'Vp_kz- (1)

The parameters, k; =70.29 kPa-V'! and k, =3.71 kPa, were derived from a calibration
procedure in the range of 100...200 kPa. Since the hydrostatic pressure gives an estimate of
the vertical position of the capsule in the liquid column, the capsule’s immersion depth can be
calculated. The immersion depth / is calculated following Pascal’s law

5= P— Py
P&

; 2

where p is the absolute pressure derived from V;, in (1), py is the actual ambient pressure at the
liquid surface, p is the liquid density and g =9.81 m-s™ is the gravitational acceleration. An
uncertainty of u, =+20.5 kPa was obtained for the pressure measurement in the temperature
range from 10°Cto 70 °C. This results in an uncertainty of up,=+20.9cm for the
measurement of the immersion depth. Typical depths of fermentation reactors are from 5 to
10 m. Thus, the calculated uncertainty is lower than +4.2%, which is an acceptable tolerance
to deliver a rough estimate of the vertical sensor particle position.

(a) (b) (c)
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w electronics, battery socket v
and external connectors CD L T \Vi
- ™. capsule head >
¢ > leth reservoir e
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pressure sensor
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-
Fig. 2 Left: Photograph of the prototype with the open capsule and all components (a). Right:
Schematics of the front end circuits for measurement of the (b) hydrostatic pressure and (c)
ambient temperature
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The temperature measurement circuit contains a standard NTC thermistor in a high-
impedance voltage divider to provide the analogue temperature signal represented by Vr. The
resistance value of the thermistor is derived from the measured voltage V't at the voltage
divider of the temperature measurement circuit (see Fig. 2¢) according to

_ VT'Rl
Vi_VT

RT

: 3)

The characteristics of the thermistor’s temperature dependence is described by introduction of
the simplified NTC thermistor model from [6]

R, =R, -exp[b(%—%n ) “)
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where R, is the nominal resistance and b is the material characteristic temperature, both at
temperature 7. Based on (3) and (4) the calibration function for the measured ambient

temperature is formulated as
V -1
T =a, -{al +1n[Lazﬂ . 5)
a,—V;

Parameters ag=4402.79 K, a; =16.52, a,=15.07 und a3 =3.27 V were obtained from a
calibration procedure in a liquid bath temperature calibrator that was operated in the range
from 10to 70 °C. An acceptable uncertainty value of ur=+0.51 K was obtained. Both
voltages ¥V, and V't are digitized by the internal 10 Bit ADC of the microcontroller. A linear
MEMS 3D-inertial sensor is used for the measurement of the capsule’s orientation and
acceleration. This sensor resides on the analogue PCB. It is a digitally accessible device with
a 12-bit resolution.

3. Measurement Results
3.1. Laboratory Flow Experiment

A first flow experiment was conducted, where a single sensor particle was suspended in a
stirred reactor model (see Fig. 3a). A central stirring unit with a three-bladed impeller, which
has a diameter of 50 cm, is installed in the vessel. The rotational speed is adjustable from
0 to 90 min™'. Furthermore, the vessel has an inlet and an outlet to simulate substrate feed in
real reactors. In this way, realistic hydrodynamic conditions could be emulated.

= capsule  « star of = a collision with the » insertion of

: insertion : mixing impeller hot water
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08 i
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230 "ﬂ\w\w\v |
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228 W |

227 L i i S : 4 bl i L 1

depth (m)

T(C)

sensor particle

1.0

0.5
V]
-0.5
-1.0

impeller

outlet

3D-acc. [g]

0 50 100 150 200 250 300 350 400 45C
time (s)

(a) (b)
Fig. 3: Photograph of the stirred reactor model with the sensor particle close to the agitating
impeller (a). Diagram of the acquired data series of immersion depth, temperature and 3D-
acceleration measured by the sensor particle during the experiment in the reactor model (b)

After adjusting the buoyancy the sensor particle was set to autonomous measurement mode
and released into the vessel. During the experiment the sensor particle moved with the flow in
the reactor where it was logging the three sensor parameters at an acquisition rate of 2 Hz.
The sensor particle was recovered from the process after 15 min and the saved data were
downloaded. Fig. 4b depicts a selected range of the measured data series of the experiment.
After the release of the sensor particle into the filled reactor vessel it slid down to the bottom
of the vessel very slowly over the first 12 s. From the temperature curve it is obvious that the
capsule cooled down to the temperature level of the surrounding liquid of 7'~ 22.6 °C. Then
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after 70 s the stirring unit was switched on with 45 min'. Subsequently, the sensor particle
was accelerated by the developing flow caused by the agitation of the impeller. Fast motion
and collisions with the rotating impeller can be observed from the 3D-acceleration data,
which can be used for motion scheme extraction. To simulate slight temperature gradients in
the liquid, 40 L of hot tap water (7 = 50 °C) were inserted at t =340 s. The resulting local
temperature change was captured by the sensor particle, when it passed through the warmer
fluid layers in the reactor.

3.2.  Swarm Application in Fermentation Reactor

The performance of the sensor particles was further evaluated in a fermentation reactor
environment. A swarm of seven capsules was deployed in a 1000 L vessel of a stirred model
fermenter depicted in Fig. 5a. A highly viscous aqueous solution of straw was used with a dry
mass concentration of about 5.5%, density p~ 950 kg-m™, viscosity u~ 250 mPa s at a shear
rate of 10s™ and constant ambient temperature 7'~ 19 °C. The central three-blade impeller
stirrer with a diameter of 0.324 m was adjusted at a rotation speed of 4.4 s”. Thus, the
capsules faced a maximum rotational speed of 4.5 m-s'. After one hour of operation, the
impeller was shifted from 200 mm above vessel ground to 324 mm along the mixer’s shaft to
simulate varying mixing conditions. The sensor swarm was recovered after two hours of
residence in the process environment.

1 T

impeller 200 mrm
== =impeller 324 mm

immersion depthin m

(a) (b)
Fig. 4: Photograph of the opened 1000L fermenter (a) and graphs of the vertical immersion
profiles (b). Data are shown as probability density functions of the measured immersion
depths of three selected sensor particles and for the both impeller positions. Vertical lines are
assigned to the centre of area locations

All acquired data from the seven particles were analyzed and they properly represent the
conditions in the vessel. As mentioned above, the process temperature was kept constant at
19 °C which was captured by the swarm correctly. Temporal evolution of the vertical flow
component can be observed from the capsule’s immersion depth which is calculated from the
measured pressure. A probabilistic approach was applied to analyze the acquired data to
extract spatial parameter profiles. Fig. 5b depicts the extracted probability functions of the
immersion profiles of three selected sensor particles. The immersion profiles were extracted
for both impeller positions. To obtain vertical temperature profiles of the reactor the measured
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temperature has to be assigned to the corresponding immersion depth of the sensor particle.
Since the reactor was operated without a heating unit at that time, which resulted in a constant
temperature evolution, visualization of a vertical temperature profile is superfluous here.
Further information is contained in the immersion profiles. Asymmetry of the profiles gives
evidence that the sensor particles did hardly enter the region between the reactor bottom at
depth of -0.9 m and the impeller at -0.7 m. This indicates a locally insufficient mixing or even
a dead zone. Only after lifting the impeller to the position at -0.58 m did the sensor particles
enter the region below the impeller more frequently. However, this region was insufficiently
mixed. Moreover, the impeller position adjustment can be observed from the shift of the
centres of area of the probability functions which has a value of approx. 5 cm.

4. Conclusion

A prototype of autonomous sensor particles has been designed and tested. Each sensor
particle allows data logging of three different on-board sensor signals, namely temperature,
pressure and 3D-acceleration, in a pre-configured autonomous measurement mode. Further
parameters may also be logged, such as pH, ORP, pO,, pCO,, electrical conductivity and
relative permittivity by the inclusion of other sensing elements into the sensor particle.
Experimental validation of the sensor swarm proceeded under real flow conditions and also in
fermentation reactor environments. The acquired data represent the internal conditions of the
reactor such as temperature, pressure, flow dynamics and distribution of dead zones.
Furthermore, spatial parameter profiles can be extracted from the data recorded by the sensor
swarm. Based on the positive experimental results the sensor swarm may now be used for
long term operation in a real reactor vessel such as a biogas fermenter, to investigate the
internal reactor conditions and thus evaluate the efficiency of heating and mixing regimes.
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A POPULATION BALANCE APPROACH CONSIDERING HEAT AND
MASS TRANSFER - EXPERIMENTS AND CFD SIMULATIONS

Eckhard Krepper, Matthias Beyer, Martin Schmidtke, and Dirk Lucas
1. Introduction

Bubble condensation in sub-cooled water is a complex process, to which various phenomena
contribute. Since the condensation rate depends on the interfacial area density, bubble size
distribution changes caused by breakup and coalescence play a crucial role.

Experiments on steam bubble condensation in vertical co-current steam/water flows have
been carried out in an 8 m long vertical DN200 pipe at the TOPFLOW facility [9]. Steam is
injected into the pipe and the development of the bubbly flow is measured at different
distances to the injection using a pair of wire mesh sensors. By varying the steam nozzle
diameter the initial bubble size can be influenced. Larger bubbles come along with a lower
interfacial area density and therefore condensate slower. Steam pressures between 1-6.5 MPa
and sub-cooling temperatures from 2 to 17 K were applied. Due to the pressure drop along the
pipe, the saturation temperature falls towards the upper pipe end. This affects the sub-cooling
temperature and can even cause re-evaporation in the upper part of the test section. The
experimental configurations are simulated with the CFD code CFX using an extended
MUSIG approach, which includes the bubble shrinking or growth due to condensation or re-
evaporation. The development of the vapour phase along the pipe with respect to vapour void
fractions and bubble sizes is qualitatively well reproduced in the simulations. For a better
quantitative reproduction, reliable models for the heat transfer at high Reynolds number as
well as for bubble breakup and coalescence are needed.

Many activities were done in the last years to improve the modelling of adiabatic bubbly
flows in the frame of CFD. In this case models for momentum transfer between the phases are
most important. Usually they are expressed as so-called bubble forces. Experimental
investigations showed that these bubble forces strongly depend on the bubble size. To
simulate different behaviour of small and large bubbles more than one momentum equation is
required [5]. For this reason recently the so-called Inhomogeneous-MUSIG (MUltiple Slze
Group) model was implemented into the ANSYS-CFX code [6]. It allows the consideration of
a number of bubble classes independently for the mass balance. For a proper modelling of
bubble coalescence and breakup a large number of bubble groups are required. For the
momentum balance only very few classes can be considered due to the high computational
effort. Criteria for the classification can be derived from the dependency of the bubble forces
on the bubble size, e.g. the change of the sign of the lift force. In the presently implemented
version of the Inhomogeneous MUSIG model only transfers between the bubble classes due
to bubble coalescence and breakup can be modelled. In case of flows with phase transfer
additional transfers between the single classes and the liquid and transfers between bubble
classes caused by growth or shrinking of bubbles have to be considered. The equations for the
extension of the MUSIG models are described by [7] and [8]. They were recently
implemented into the CFX code.

2. Setup of experimental condensation tests K16

Experiments are done using the TOPFLOW facility of the Helmholtz-Zentrum Dresden-
Rossendorf. The facility allows producing up to 1.4 kg/s saturated steam at the maximum
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operational pressure of 7 MPa by a 4 MW electrical steam generator [9]. For the test and
validation of the model extensions tests from the Series K16 at 20 bar were selected (see
Table 1).

Table 1: Parameters of the selected tests

Test JL [mls] JG [mls] Tsub [K] DNozzle [mm]
118 _dit6_1 1.067 0.219 6.0 1
118 _dt6_4 1.067 0.219 6.0 4
140_dt3.2_1 1.067 0.534 3.2 1

3. CFD simulation of the K16 tests
3.1.  General setup

For the simulation using the code CFX-12.1 the standard framework of Euler/Eulerian two
phase flow was adopted. The implemented water/steam tables according to IAPWS IF97 were
applied.

The drag force according to Grace [3] was used. The turbulent dispersion force according to
Burns [2] and the wall force model of Antal [1] were applied. For the lift force the correlation
of Tomiyama [10] with its bubble size dependent lift force coefficient was used. Whereas for
air/water a sign change of the lift coefficient at dg=6 mm could be observed, this critical
diameter for vapour/water is shifted towards smaller values. For 2 MPa a critical diameter of
dg = 4.5 mm was found.

In all investigated cases the inhomogeneous MUSIG model including mass transfer was
applied. A logarithmic bubble size distribution was used, which enables with a limited
number of size classes to span over a quite large bubble size region and a sufficient fine
resolution of the smaller bubble sizes. In all tests two velocity groups were simulated, one
group lower and one larger than the critical diameter of changing the lift force sign.

Earlier investigations of steam/water tests at saturation conditions had shown, that applying
the same models with the same model parameters for bubble fragmentation like for air/water
the calculated bubble fragmentation rate exceeds the measured values. Therefore as a first
step during these calculations bubble fragmentation and coalescence were neglected. Only the
change of gas fraction and bubble size distribution by mass transfer (condensation respective
evaporation) was considered.

A 2D cylinder symmetric geometry was used to reduce the computational effort. The
experimental results at level A (0.221 m distance from steam injection) were used as inlet
condition of the simulation. These concerns the cross sectional averaged bubble size
distribution, the radial vapour volume fraction profile and the radial vapour velocity profile.
For the level A a constant velocity difference between water and vapour was adjusted so that
the specified superficial velocities are met. Inlet conditions for the radial profiles of turbulent
kinetic energy and turbulent dissipations were set. These profiles were determined performing
a previous single phase calculation. At the outlet a pressure boundary condition was set so
that the absolute pressure corresponds to the experimental specifications to simulate the
realistic saturation temperatures.
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3.2.  The bubble-liquid heat transfer coefficient

During the simulations the vapour was assumed to be at saturation conditions, whereas for the
liquid phase the energy equation was solved. In general correlations for the heat transfer
model between vapour bubbles and liquid have the following form:

Nu =2+c-Re” Pr’ (1)

Three different correlations have been investigated here: a) Ranz-Marshall [10] correlation
(c=0.6, =0.2) is only recommended for small Reynolds number (Re<780). Hughmark [4]
suggests for larger Reynolds number ¢=0.27 and a=0.62, whereas Tomiyama [11] proposes
¢=0.15 and a=0.8 for all Re.

In Fig. 1 the cross sectional averaged vapour void fractions in dependency of the tube height z
are shown. The graphs of the measured as well as the simulated values for this condensation
dominated test case are approximately straight lines in the semi logarithmic plot. This means
that the steam void fraction decreases approximately exponentially with the height.
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Fig. 1: Cross sectional averaged vapour void fractions for tests 118_dt6 (Ts,,=6K)

Fig. 1a shows a sensitive influence of the applied heat transfer model on the calculated vapour
volume fraction. A slight overestimation of the vapour void fraction for the Ranz Marshall
correlation and a strong underestimation for the Tomiyama correlation was calculated for test
case 118 dt6 1. The best agreement was found for the correlation according to Hughmark. In
the following simulations this correlation was used.

3.3. Influence of increasing the initial bubble size distribution

Fig. 2 and 3 show the cross sectional averaged bubble size distribution and the radial vapour
profiles for the tests 118 dt6 1 and 118 dt6 4. The vapour is injected from the side (at
R=D/2=0.098 m). In both tests the vapour is remaining near the wall (see Fig. 2b and 3b).
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Caused by the higher interfacial area for smaller bubble sizes the condensation rate for the
1 mm nozzle size test is higher than for the 4 mm tests. Consequently the steam void fraction
is lower (see Fig. 1b for the cross sectional averaged values). Whereas the bubble size
distribution in the test 118 dt6 1 is calculated with reasonable agreement to measurements,
the size distribution for the 4 mm case is overestimated with respect to bubble sizes and
vapour void fraction (see Fig. 3, level H, z=1.495 m). Consequently for this test the cross
sectional averaged vapour fraction is calculated too large. For this test bubble fragmentation
might play a role.
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Fig. 2: Development of the vapour void at different distances z from the steam injection
Test 118 dt6 1 (Tswp = 6K, Dyozzie = Imm)
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Fig. 3: Development of the vapour void at different distances z from the steam injection
Test 118 dt6 4 (Tsup = 6K, Dyozzie = 4mm)
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3.4. Simulation of a test with re-evaporation

During some tests re-evaporation with the increasing height was observed (see Fig. 4a). This
was the case when the inlet temperature was very close to the saturation temperature. With
increasing height the hydrostatic pressure decreases and the saturation temperature falls below
the liquid temperature (see Fig. 4b). In these cases the exact values of the inlet conditions
have a very sensitive influence on the further development of the flow. Furthermore the errors
of the temperature measurements are in the order of magnitude of the sub-cooling
temperature. The test specification for sub-cooling was related to z=0, whereas in the
simulation the inlet condition at level A has to be set. The sensitive influence of the inlet sub-
cooling temperature set at level A was investigated (see Fig.4a for the cross sectional
averaged vapour void fraction and Fig. 4b for the cross sectional averaged liquid
temperature). Depending on the inlet temperature also in the calculations re-evaporation could
be observed.
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4. Conclusions

The correct operation of the model could be shown. Earlier and also the actual investigations
show for vapour/water flow an overestimation of bubble fragmentation applying the same
models like for air/water flow. To limit the influences in the presented simulation, as a first
step, vapour bubble fragmentation and coalescence were neglected. The influence of the heat
transfer model between bubbles and liquid was investigated. The best agreement for the cross
sectional averaged vapour void fraction compared to the measurements was found applying
the heat transfer correlation proposed by Hughmark. The simulations were extended to tests
with larger initial bubble sizes produced with larger injection nozzles. Here the Hughmark
model underestimates the condensation and the bubble shrinking. In this case bubble
fragmentation may play a role, because it increases the interfacial area and thereby the
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condensation. Bubble fragmentation and coalescence will be considered in the future work.
Simultaneously attention has to be directed on influence of bubbles on liquid turbulence.

In some tests cases with inlet liquid temperatures close to saturation, after some condensation
close to the inlet, further downstream a re-evaporation can be observed. This phenomenon is
caused by the drop of saturation temperature due to the decreasing hydrostatic pressure along
the pipe height. The simulation of these processes depends on the setting of the inlet
temperature very sensitively. Further investigations are necessary.
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EFFECT OF NEUTRON IRRADIATION ON MICROSTRUCTURE AND
STRENGTH OF FE-BASED MODEL ALLOYS

Frank Bergner, Mercedes Hernéndez-Mayorall, Estelle Meslinz, and Andreas Ulbricht
1. Introduction

The application of experimental techniques to the microstructural characterization of neutron-
irradiated ferritic model alloys has contributed essentially to the mechanistic understanding of
irradiation embrittlement of reactor pressure vessel (RPV) steels [1]. In this context, European
projects were initiated [2,3] to bring together the knowledge gained in Europe and abroad
from the various fields involved in the multi-scale phenomenon of radiation effects on the
mechanical performance of RPV steels. The experimental approach adopted was to
investigate Fe-base materials of increasing complexity irradiated in a test reactor. Among the
experimental techniques sensitive to irradiation-induced microstructural changes at the nm-
scale, atom probe tomography (APT) [4], small-angle neutron scattering (SANS) [5],
transmission electron microscopy (TEM) [6] and positron annihilation spectroscopy (PAS) [7]
play a particular role. It turned out that, because of the complexity of the problem as well as
particular strengths and weaknesses of the individual techniques, there is no single method
capable of solving all the related issues [8]. Therefore the work reported here is focussed on
the combination of APT, SANS and TEM. Once the irradiation-induced microstructural
changes have been well characterized, the dominant features have to be identified and
correlated with the irradiation-induced property changes such as hardening and embrittlement.
As the time is not yet ripe for a realistic ab-initio prediction of mechanical properties,
empirical correlations are in the focus here. Finally, additional insight can be gained by means
of post-irradiation annealing treatments of the model alloys under investigation. First results
on the characterization of the microstructure after isothermal annealing will also be presented.

2. Experimental

The model alloys are pure Fe, Fe-0.1Cu, Fe-0.3Cu, Fe-1.2Mn-0.7Ni, Fe-1.2Mn-0.7Ni-0.1Cu
(wt%) of commercial purity and a 16MNDS5-type RPV steel of low Cu level of 0.065 wt%.
The materials were provided by SCK-CEN Mol (Belgium) in the as-irradiated condition.
Irradiation temperature was 300°C, neutron flux was 0.95 x 10" m™s™ (E>1MeV), levels of
neutron exposure were 0.026 dpa, 0.051 dpa, 0.10 dpa and 0.19 dpa (NRT). Further details
and mechanical properties have been reported in [9].

APT is known to be a very efficient tool for the chemical analysis of solute-enriched clusters.
Their characteristics — number density, size and composition — as well as matrix composition
are accurately determined in the volume accessible. Analyses were performed at a set-up
developped at the University of Rouen (France) [4]. To avoid the preferential evaporation of
copper, the experiments were carried out at a cryogenic temperature of 50 K and with an
electrical pulse fraction of 20% of the standing voltage. All the experiments were performed
with a pulse rate limited to 0.03 atom/pulse to reduce the risk of failure of the needle-shape
sample. The analyzed volume was typically 15 x 15 x 100 nm® for each sample.

" CIEMAT Madrid, Spain
* CEA Saclay, France
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The SANS experiments were performed under coordination of SCK-CEN at the SANS
instrument of the SINQ facility of PSI and the PAXE instrument of the Orphee research
reactor at LLB Saclay [5]. SANS is capable of characterizing the size distribution of nm-sized
irradiation-induced defect-solute clusters in ferritic alloys. This is done by measuring the
scattering cross-section in a saturation magnetic field applied to the sample, separating
nuclear and magnetic contributions, subtracting the scattering cross-section for an
unirradiated control sample and calculating the size distribution by solving an inverse
problem [5]. The lower detection limit is about 0.5 nm in cluster radius. An advantage is the
averaging capability resulting from a probed volume of some 10 mm® and from a number of
scattering events of the order of 10° In addition, an indicator of the average cluster
composition is given by the ratio of magnetic and nuclear scattering.

TEM investigations were performed at CIEMAT Madrid (Spain) [6] using a JEOL type
microscope model JEM-2010 operating at 200 keV. This technique is able to detect clusters
of point defects (vacancies or interstitials) induced by irradiation at sizes larger than about 1.5
nm. Information from the interstitial component of the radiation damage not detected with
other microstructural characterization techniques in such a direct way can be obtained.
Diffraction contrast methods were employed for imaging defect microstructures. Counting of
defects was performed on TEM images recorded under reflections of type g = (1, 1, 0) where
the best contrast was obtained.

3. Results and discussion

The number density and mean size of irradiation-induced solute clusters, scatterers and
dislocation loops estimated by means of APT, SANS and TEM, respectively, are presented in

Fig. 1 and 2.
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Fig. 1: Number density of irradiation-induced scatterers, solute clusters and dislocation loops

estimated from results obtained bySANS (non-magnetic scatterers assumed), APT and TEM,
respectively, applied to the same set of materials [8]

30



—O— SANS (Scatterers) —X— TAP (Solute clusters)
—0O— TEM (Dislocation loops)

Ié’u{re'Ffla I;e-lt}.:lclu F‘e-lo.éClu I‘:ei\drleli Ft'eCIUI\IKInINi RP\II s:telel

b

Mean radius (nm)
\I-D-I

¢ : f
2_ | |I] CD_CD\G/@_ m/ ] | i
Jogl o
X—yx /
ol / 1 0- *(D'“’_% 00
X x| B x |00 g

0 4——T—T4 ———Tr T T T T
0.0 01 02 01 02 01 02 0.1 02 0.1 02 0.1 0.2

Neutron fluence (dpa)
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The number densities and sizes estimated by means of APT and SANS are generally of the
same order of magnitude and exhibit similar trends. It is therefore reasonable to assume that
both methods basically detect the same objects. The slightly larger mean size found by SANS
may be due to small objects missing in the SANS analysis because of the resolution limit. The
composition of the solute clusters estimated by means of APT can be compared with the ratio
of magnetic and nuclear scattering derived from SANS data. Significant deviations observed
in some cases may be due to differences in the probed volumes and due to uncertainties of the
APT analysis with respect to the fraction of Fe atoms and vacancies in the clusters [8].
However, there is agreement that mixed Cu-vacancy clusters are dominant in the binary Fe-
Cu alloys and Mn-Ni-enriched clusters are the dominant in FeMnNi. The Cu-vacancy clusters
exhibit a core-shell structure with vacancies concentrated in the core and vacancy fractions
evolving with increasing fluence in a non-monotonic manner [5]. In the FeMnNi alloy, Mn
appears first and the Ni fraction increases with fluence [4,5,8].

The objects detected by TEM were unambiguously identified as dislocation loops [6]. The
planar extension of the loops is generally larger and the number density smaller than for the
solute clusters. No dislocation loops were observed in the RPV steel [6].

It is well known that the irradiation-induced features characterized in Fig. 1 and 2 are
obstacles for dislocation glide and therefore basically responsible for irradiation hardening.
The above findings indicate that a two-feature hardening model with solute clusters and
dislocation loops as main obstacles should be applicable. In the empirical analysis presented
here, the solute clusters are deduced from the SANS analysis instead of the APT analysis
simply because the volume probed by means of SANS is many orders of magnitude larger.
The correlation between cluster concentration and hardening is expressed in Fig. 3 in terms of
cluster volume fraction and irradiation-induced yield stress increase.
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There is a fairly strong correlation in spite of the diversity of the alloy compositions. It is
therefore reasonable to assume (though not a strict proof) that the clusters observed by SANS
(and APT) are in fact responsible for an increase of the yield stress. However, the scatter of
the individual data and the intersection of the regression line indicate that there is a second
contribution to irradiation hardening, which is not correlated with the SANS volume fraction.
This component can be identified as the above-mentioned hardening contribution caused by
dislocation loops [5]. In fact, SANS is rather insensitive to planar dislocation loops.
Moreover, Fig. 1 shows that there is indeed no strong correlation between number densities of
solute clusters and loops.
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Fig. 4: Effect of post-irradiation annealing on volume fraction of scatterers
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It is well known that a post-irradiation annealing treatment gives rise to a (partial or full)
recovery of the irradiation-induced hardening features and a related improvement of the
mechanical properties. The interest in the annealing behaviour is twofold. First, large-scale
annealing treatments have been performed for RPVs of now operating or decommissioned
nuclear power plants and the amount of recovery needed (needs) to be specified. Secondly,
the annealing kinetics gain additional insight into the detailed nature of the defects. The
change of cluster volume fraction with temperature for isochronal annealing at stepwise
increasing temperature is presented in Fig. 4 for two model alloys and two RPV steels. The
investigation is currently extended towards higher temperatures.

4. Conclusions

Type, concentration and size of the dominant irradiation-induced features, i.e. solute clusters
and dislocation loops, were specified by means of APT, SANS and TEM applied to neutron-
irradiated Fe-based model alloys. The volume fraction of solute clusters derived from SANS
is strongly correlated with irradiation hardening. Dislocation loops do also contribute to
hardening in the investigated alloys with the possible exception of the RPV steel.
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SANS INVESTIGATION OF NEUTRON-IRRADIATED BINARY IRON-
CHROMIUM ALLOYS

Cornelia Heintze, Frank Bergner, and Andreas Ulbricht
1. Introduction

Ferritic-martensitic chromium steels and their derivatives such as oxide-dispersion
strengthened chromium steels are candidate structural materials for future applications in
conventional and nuclear energy applications (including both fission and fusion) and in
transmutation systems [1,2]. It is therefore important to know the effect of chromium on the
microstructure and properties of this class of materials. However, there are still missing links
in a comprehensive understanding of the role of chromium even in the binary Fe-Cr system.
For instance, there are uncertainties on the solubility of Cr and Fe in the Fe-rich a-phase and
the Cr-rich o’-phase, respectively, and on the mechanism of the a’-phase formation, in
particular in irradiated alloys [3,4]. Moreover, the effect of Cr on irradiation hardening,
embrittlement and creep is a matter of continuing interest.

Recently, an international effort was undertaken within the European project GETMAT [5] to
explore the effect of neutron-irradiation on the microstructure of binary Fe-Cr alloys with Cr-
levels ranging from 2.5 to 12.5 at%. Among the methods employed, small-angle neutron
scattering (SANS) [6-8], atom probe tomography (APT) [9] and transmission electron
microscopy (TEM) [10,11] play an outstanding role. The complete set of SANS results is
reported and discussed in this note.

2. Experimental

The material investigated are commercial purity Fe-Cr alloys with nominal Cr levels of 2.5, 5,
9, and 12.5 at% fabricated by SCK-CEN Mol, Belgium. It was obtained by furnace melting of
commercial purity Fe and Cr. After casting, the obtained ingots were cold worked under
protective atmosphere to fabricate plates of 9 mm in thickness, treated at 1050 °C for 1 h in
high vacuum for austenisation and stabilization and tempered at 730 °C for 4 h followed by
air cooling. Neutron irradiation was performed in the framework of the MIRE experiment in
the reactor BR2 at Mol, Belgium [10]. The irradiation temperature was (300 £+ 5) °C. The
neutron flux was 9 x 10" n cm™ s (E > 1 MeV). The total neutron exposures in terms of
displacement per atom were 0.06, 0.6 and 1.5 dpa. The irradiated samples were delivered
along with the unirradiated reference samples as coupons of dimensions 7 x 7 x 1 mm”.

SANS measurements were performed at the SANS-2 facility of GKSS Geesthacht, Germany.
The samples were placed in a saturation magnetic field perpendicular to the incident neutron
beam direction. A neutron wavelength of 0.58 nm and three sample-detector distances of 1, 4
and 16 m with corresponding beam collimation lengths were used to cover scattering vectors
of magnitude, O, from 0.1 nm™ to 3 nm™. Scattered neutrons were recorded with an area 3He-
detector (50 x 50 cm?) using 128 x 128 pixel. The SANS data reduction was carried out using
the Sandra software package. The azimuthal dependence of scattering was used to separate
magnetic and nuclear scattering. In order to calculate the size distribution of scatterers, a
dilute two-phase matrix-inclusion microstructure composed of homogeneous spherical
scatterers randomly dispersed in an otherwise homogeneous Fe—Cr matrix is assumed except
for Fe—12.5 at.%Cr, where a more complex analysis suitable for concentrated systems has to
be applied [6].
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3. Results and discussion

The magnetic scattering cross sections as functions of the scattering vector, O, and the
reconstructed size distributions of irradiation-induced scatterers are plotted in Fig. 1 to 8 for

the four Cr levels and the three neutron fluences investigated.
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The measured average ratio of total (nuclear + magnetic) and nuclear scattering (A-rati