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Preface

The Institute of Safety Research (ISR) is one of the five scientific institutes of
Forschungszentrum Rossendorf e. V.. The Forschungszentrum Rossendorf is a member of the
"Wissenschaftsgemeinschaft Gottfried Wilhelm Leibniz". As such it is funded by the Federal
Ministry of Education and Research and by the Saxon Ministry of Science and Arts with 50%
each.

The work of the institute is directed to the assessment and enhancement of the safety of large
technical plants and to the increase of the effectiveness and environmental sustainability of
those facilities. Subjects of investigations are equally nuclear plants and installations of
process industries. To achieve the above mentioned goals, the institute is engaged in two
scientific fields, i. e. thermo-fluid dynamics including magneto-hydrodynamics (MHD) and
materials/components safety.

To analyse thermo-fluiddynamic phenomena during normal plant operation and during
accidents, basic physical models and computer codes are developed for one and two-phase
flows, and for the space and time dependent heat release (neutron kinetics and chemical
reaction kinetics). That theoretical work is based on experimental investigations of chemical
reaction kinetics including runaway reactions, and of transient, spatial two-phase flows. The
institute has started the construction of the multi-purpose TOPFLOW (Transienfhase

Flow) experimental facility. As a first step in task sharing between the different centres of
competence the research centres Jilich and Rossendorf decided to transfer the emergency
condenser test set-up NOKO (Notkondensator) to Rossendorf where the main components of
NOKO shall act as kernel of TOPFLOW. It shall be the specificity of TOPFLOW that it
applies advanced two-phase measuring techniques which are developed in the ISR and which
allow deep insight into the flow characteristics over a wide range of the void content and flow
velocities. Recently a wire mesh sensor was developed that provides an image frequency of
10.000 frames per second with 16 x 16 measuring points per image.

MHD is relevant to flows of electrically conducting fluids, reaching from liquid metals to salt
water, when there are inherent electromagnetic fields or when they can externally be imposed.
The understanding and modeling of MHD effects offers technological and safety related
applications in crystal growth, metallurgy, and other areas. However, the Rossendorf MHD
department also deals with basic effects like the self-excitation of the magnetic field of the
earth. For that, the Institute of Physics in Riga together with the Rossendorf group designed
and constructed a sodium flow experiment in Riga. In November 1999 just during the first test
run, a self-induced magnetic field has been observed and clearly been identified as solely
caused by the sodium flow. That was for the first time in the world that magnetic field self-
excitation was experimentally shown to occur.

In materials safety, the institute is specialised to the investigation of irradiated nuclear reactor
materials. The susceptibility of the mechanical properties against neutron and gamma
irradiation and the effect of thermal annealing is evaluated by mechanical tests. The
microstructural mechanisms of materials degradation are studied by highly resolving methods
of structural analyses like TEM and SAXS and by more integrating methods like SANS.

Monte Carlo methods for radiation field calculation have been developed and validated to get
reliable information about the fluences to which the components have been exposed.
Improved covariance analysis and spectrum adjustment methods are used to adjust the
calculated fluences to activation measurements.



Starting from the estimated accident loads (pressure, temperature) and from the mechanical
and thermal properties of the concerned components structural models are developed to assess
the integrity of those components in the considered scenario. These calculations take into
account the thermal and mechanical interaction between the fluids and the components. One
scenario that particularly has attracted interest is the in vessel retention of molten corium in an
LWR. Together with the Royal Institute of Technology (RIT) in Stockholm where the
experiments are being performed, a finite element model is worked out that allows the
prediction of the failure mode and the failure time of the reactor vessel. This model treats the
thermal convection in the melt pool. The structural part is based on a sophisticated high
temperature creep model.

The work of the ISR is closely linked with the activities of the other institutes of the research
centre and with neighbouring research institutions. Together with the radiochemical institute,
the chemical and physical phenomena are investigated ruling the transport of nuclides in
unsaturated zones of soil. Dedicated column experiments were designed that will be operated
by both institutes. The data from these experiments are needed to verify the theoretical
approaches on which it's codes are based. The ISR together with the Dresden University of
Technology and Hochschule fur Technik, Wirtschaft und Sozialwesen (HTWS) Zittau/Goarlitz
constitutes one of the German centres of competence for nuclear energy and nuclear safety.
As such it also takes care for the conservation and promotion of expertise in nuclear
engineering.

The ISR is engaged in a large number of national and international research projects and
activities. Amongst others, ISR contributes to several PHARE/TACIS projects of the EU on
the safety of the Russian type VVER reactors. Further, ISR was invited for membership in the
Design Institute for Emergency Relief Systems of the American Institute of Chemical
Engineers to make available the Rossendorf code BRICK for depressurisation simulations of
chemical reactors.

The following graphs give an overview about the sources and deployment of funding
between the different research tasks. In 1999, 47% of the total budget came from external
sources, with 38% from public research grants and with 9% from research orders mainly by
the industry.
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CFD SIMULATIONS OF A BUBBLY FLOW IN A VERTICAL PIPE

Eckhard Krepper

1. Introduction

Even at the very simple conditions of two phase flow in a vertical pipe, strong 3D effects are
observed. The distribution of the gas phase over the cross section varies significantly between
the different flow patterns, which are known for the vertical two-phase flow. The air water flow

in a vertical tube having a diameter of 50 mm and a length of about 3 m was investigated in
steady state tests for different liquid and gas superficial velocities. Several two phase flow meas-
uring techniques were used. Applying a wire mesh sensor, developed in FZR, the void fraction
could be determined over the whole cross section of the pipe. The working principle is based on
the measurement of the local instantaneous conductivity of the two-phase mixture (see H.-M.
Prasser et. al [1] (1999), [2] (1998), [3] (1999)). At the investigated flow velocities, the rate of
the image aquisition is sufficient to record the same bubble several times. This enables to deter-
mine bubble diameter distributions. Applying two similar wire mesh sensors with a distance of
50 mm one above the other, the influence of the wire mesh to the flow could be investigated.
No essential disturbances of the two-phase flow by the mesh could be found for the investigated
flow regimes. Performing an auto correlation between the signals of both sensors, also profiles
of the gas velocity were determined.

In the CFD code CFX-4.2 several two-phase flow models were available. Using the code, vol-
ume fraction profiles were calculated and compared to the measured results for bubble flow re-
gimes, to investigate the capability of these models (see also Krepper and Prasser [4] (1999)).

2. The experiments
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velocity of 0.01 m/s and water ve-  Fig. 1: Flow regime map (Taitel/Dukler)
locities less than 0.2 m/s a void The performed stationary tests are
maximum in the centre of the tube marked by points



was found. Both decreasing the water velocity or increasing the gas velocity shifts the void max-
imum to the centre of the tube.

3. CFX-4.2 calculations

2f . Z=1632m ]
The CFX_42 CalCU|at|OnS a|med at the 1_ ......................... _
assessment of the capability of the code 00 c 1:0 15
to describe two phase bubbly flow. For
different tests of bubbly flow the void 2 : :
profiles in the tube cross section were P S LLET0BAME ]
analysed. The development of the void oL : 5 ]
profile in the tube in dependency on the 0 5 10 15
distance to the air injection and on the
injection mode was investigated, too. S zzomm ]
oL : : 1
For the calculations, the two fluid model 0 5 10 15
implemented in CFX-4.2 was applied.
The liquid phase was represented as 2[  7-008m. ]
continuous and the gasas diSperse phase é_ . _
with a constant bubble diameter of 4 0 5 10 15
mm.

, Lor . Z=0.03m: ]
Figure 2 shows the measured bubble 0.5 S I it SRR
size distributions of the investigated 0.0L 5 : ]
flow regimes at different distances from 0 d [mm] 10 1

the gas injection (see Prasser [1]
(1999)). The results show, that this re-  Fig. 2: Measured bubble size distribution at

gime with the given superficial liquid different distances above the gas
and gas velocities can be modelled us- injection
ing a monodisperse approach for the VL =0.4m/s; VG =0.01 m/s

bubble size. For other flow regimes
bubble size distributions were detected,
which indicate coalescence (see exam-
ple in [1] (1999)).

The drag force acting on the bubbles and the fluid were considered according to Ishii and Zuber
[5] (1979). The particle induced turbulence was modelled according to Sato [6] (1975).

The establishment of the void profiles is mainly influenced by the “non drag forces”, which act
perpendicular to the flow direction. A spherical obstacle in a profiled flow undergoes a lift force
Faiit perpendicular to the flow direction (see Zun [7] (1980)).
_ — —> —
Faiie = " Pa L E(UB‘Ua) xDxUg

The indexa denotes the liquid anf the gaseous phageis the volume fractionp the density
andU the velocity. For a solid sphere, a coefficient@r= 0.5 is calculated. For weakly viscous
flows the bubble shape deviates from the spherical form. Therefored.05 was used.



The turbulent dispersion force acts towards an even gas fraction distribution:

Faditt = €10 Pa e g

k is the turbulent kinetic energy. The coefficiedfp was set taCrp= 0.1.

According to the profiles of velocity, k aan , found for a flow in a tube, these two compo-
nents of non drag forces are directed towards the wall. Therefore, considering only lift and dis-
persion force, the gas fraction near the wall is overestimated. Antal et. al [8] (1991) proposed,
additionally to consider a lubrication force which drives the bubbles away from the wall. This
force is the consequence of the no-slip condition for the continuous phase at the wall. The asym-
metric fluid flow, to which a bubble of a diametdiis exposed to at a distanceygy, causes the
lubrication force:

_ B Tal"B "a d
Foiub = 5 Dnax(cl +Cy D—yw, o)ﬁ

A denotes the normal vector at the wall. The coefficients were fitted to the experimental results
and were set to £=-0.0064 and ¢= 0.016.

The flow of both phases was modelled as turbulent. The calculations were performed in a
three-dimensional cylindrical domain with a radius of R= 0.025 m and a length of Z = 3.0 m
corresponding to the vertical test section. The whole grid with non equally divided cell dimen-
sions consisted of 50,000 cells. For the liquid phase a no-slip and for the gas phase a free-slip
boundary condition were chosen at the wall. The inlet boundary condition at the lower end of
the cylinder corresponded to an equal gas flow distribution over the cross section at the inlet.
The fluid velocity profile, the liquid turbulent enerdyyand the liquid turbulent dissipation rate

€ were set to a fully developed single phase flow. A pressure boundary condition was assumed
at the outlet on the top.

During the calculations the default difference schemes were used. The inter-phase slip algo-
rithm was applied. The calculations were performed as transients with constant boundary con-
dition. A constant time step corre-
sponding to the Courant time step wa 9
applied. The mass balance between tf
inlet and the outlet was checked during
the transient (see Figure 3).
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ty profile found in a vertical tube, the profiles at different distances from the
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the centre of the tube. The lubricatiol 10
force acts away from the wall, but only
immediately near the wall. Therefore 5
the description of a flow regime with a
volume fraction in the tube centre will
not be possible considering only thes
three forces and assuming a monodi
perse bubble size distribution. 5
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gas superficial velocity for the different_ ,

tests is increased from 0.01 to 0.12519- 6: Components of the considered non drag forces

m/s. The establishment of a second VL =0.4 m/s; VG = 0.01 m/s




void maximum in the tube centre is

seen in the experiments. For largergas %[~~~ —_ivc-ootomis . ]
velocities this second maximum is en- - — Va oo me 1
larged and dominates the whole pro- I — VG =012 mis ]
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sults. The figure shows, that with in- 2 I

creasing gas velocity the near wall & | -
void maximum is overestimated, but g ol ........... T T— S B y
the second maximum in the centre - .
does not develop. The reason might be i //\
found in the occurrence of bubble coa- \___ SN S— f
lescence and bubble diffraction, which 0.000 0005 0010 0015 0020 0025
is not considered in the models. For R [m]

these flow regimes different bubble Fig. 7: Measured void fraction profiles for a

classes have to be considered. Larger liquid superficial velocity of VL = 1.0 m/s
bubbles having dimensions in the or-

der of the tube diameter will be ex-

posed to other forces than modelled 015 - T o T T ]
here. | — VG =0.034m/s : ]
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4. Summary and conclusions g : :
For the calculation of void profilesina 2 0.05
vertical upward bubbly flow, the con- =~
sideration of the non drag forces is es- N
sential. The two phase models imple- 000 : : ,//‘\

mented In_ the C:Ode V.eI'SIOI’]. CFX-4.2 0.000 0.005 0.010 0.015 0.020 0.025
can describe void profiles with a near R [M]

wall void maximum, when the model g, ‘8- cajculated void fraction profiles for a
constants are well fitted to the tests. liquid superficial velocity of VL = 1.0 m/s
The investigated tests show the limits

of the assumption of a single bubble diameter. Model extensions are necessary which consider
the bubble diameter distribution due to bubble coalescence and bubble diffraction. The consid-
eration of bubbles having a size in the order of the tube diameter requires the development of
new bubble force models. The experiments at the measuring techniques test loops yield valuable

information for the development and validation of such models.
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NUMERICAL INVESTIGATION OF THE COOLANT MIXING
DURING FAST DEBORATION TRANSIENTSFOR VVER-440 TYPE
REACTORS

Thomas Hohne and Ulrich Rohde

1. Introduction

Complex computer codes modeling the whole reactor system including 3D neutron kineticsin
combination with advanced thermohydraulics plant models become more and more important
for the safety assessment of nuclear reactors. Such codes only are capable of estimating the
feedback effects in a realistic way, for instance reactivity initiated accidents with strongly
asymmetric neutron flux distribution in the core caused by a perturbation in one of the cool-
ant loops.

At Forschungszentrum Rossendorf (FZR), Institute of Safety Research, both the hexagonal
and the cartesian versions of the 3-dimensional neutron kinetics code DYN3D were coupled
with the advanced thermohydraulics system code ATHLET [2]. The 3-dimensional reactor
core model DYN3D [3] has been developed for the simulation of reactivity initiated acci-
dents, where space-dependent effects in the reactor core are relevant. These are, e. g. steam
line breaks or boron dilution transients. Since a 1D thermohydraulics code and a 3D reactor
core model are coupled, there is a need for an interface between the different spatial resolu-
tions. This interface simulates 3D mixing in the RPV by relating the 2D concentration and
temperature fields at the core inlet to the 1D concentration and temperature profiles in the
single loops.

In the past, an analytical model for the description of coolant mixing in the RPV of VVER-
440 reactors based on the analytical solution of the Navier-Stokes equations in the potential
flow approximation has been developed to replace the non-conservative approach of homo-
geneous mixing inside the RPV. This model is included in the coupled code
DYN3D/ATHLET [3]. Another way to calculate the 3D flow distribution in the downcomer
and the lower plenum is the use of the results of computational fluid dynamics (CFD) codes.
At present, the direct coupling of CFD and thermohydraulics system codes is impossible due
to the high demands on computation time in the CFD-calculations. Therefore, simplified
mixing models validated by CFD calculations are still required for coupled codes.

The VVER-440 (440 MW) V-230 was considered for analyzing the flow field and mixing
processes. The V-230 has no elliptical sieve plate in the lower plenum. Previoudly, the 3D
flow distribution in the downcomer and the lower plenum of the VVER-440 reactor have
been calculated by means of the CFD code CFX-4 [4] for operational conditions [1]. The
CFX-calculations were compared with the experimental data and the analytical mixing model.

In this paper, CFD calculations for the start-up of the first main coolant pump in a VVER-440
type reactor are reported about. This scenario isimportant in case that there is a plug of lower
borated water in one of the primary coolant loops.



2. Calculation of mixing processes with a CFD code

2.1 Model assumptions, geometry preparation and grid generation

For the coolant flow simulation in the downcomer
. and lower plenum of a VVER-440 type reactor an
N incompressible fluid was assumed. The turbulence

was modeled using the standard k-& approximation.

| The calculations were done on a SGI Origin 200 (1
| core GB RAM, 4x R 10000 180 MHz, 64 Bit CPU)
| — workstation platform. For the calculations, a geome-

1 lower trical model of the VVER-440 RPV has been deve-
| control loped (see Fig. 1). The parameters of the corre-
% 7] rod sponding computational grid are givenin Table 1. In
il chamber  order to receive an optimal net griding for the later

flow simulation one must consider the following
sieveplate items: Checking grid number in special regions to
minimize numerical diffusion, refinement of the
griding in fields with strong changes of the depen-
dent variables, adaptation of the griding to estimated
flow lines, generation of nets as orthogona as pos-
Fig. 1: CFD block structure sible (angle >20°).
(VVER-440)

Table 1: Discretization of the VVER-440 type reactor

PWR No. of blocks | No. of patches | No. of grid cells
VVER-440 236 912 159800

Inlet boundary conditions were set at the inlet nozzles as given velocity and temperature. The
outlet boundary conditions were set to pressure controlled at the core inlet. The core was not
modelled. The control rod chamber below the core is separated from the lower plenum by a
sieve plate. The sieve plate is modeled as a porous region. The porosity value y for perfora-

ted plates is determined by relating the area of orifices to the total area of the sieve plate .
Body forces B are added to the momentum equation (1), to take into account distributed
friction losses in the sieve plate. Using the Cartesian coordinate system, the momentum equa-
tion iswritten:

. MU,  oU [ d

=1,2,3 —+U —=B ——T1. 1

(=1.29) PHat "o 00 Tax @)
B=B. - (R +Re[u)u 2)

In the equation (1) U; are the components of velocity and T is the shear stress, in equation
(2) B, R. and R arethe coefficients of the body force dependence on the velocity. In the



model, only the second order contribution of the body forces according to relation (2) is used
being typical for turbulent flow. The corresponding coefficient is obtained from measured
values for the flow resistance at the perforated plate of the VVER-440.

2.2 Assumptionsfor modeling of atransient boron dilution scenario for VVER-440
typereactors

The boron dilution at the primary circuit of a PWR has become one of the most important
issues in PWR safety. Inhomogeneous boron dilution events may occur in the PWR’s, if
partially diluted or completely unborated slugs form in the primary system under stagnated
loop flow conditions. The slugs could be transported into the core after restart of a reactor
coolant pump or re-establishment of natural circulation in the loop. Coolant mixing provides
an inherent safety mechanism, which is the most important mitigative feature against diluted
slugs.

10 : : : : ‘ Model experiments for stu-
‘ ‘ dying mixing of diluted
slugs have been performed
‘ ‘ ‘ ‘ ‘ in Sweden [7], France [8],
Ty A S . S Russia etc. and at the Mi-

L Y AR R SR R xing Test Facility ROCOM
Est S R R R o a FZR Rossendorf / Ger-
U R A e SR S many. Many of the studies

are concentrated on the
scenario ‘ Start-up of the first
pump’. In this scenario the
: : : : : diluted slug is transported
0 | | | | | from the loop to the core by
starting a man coolant
pump (MCP). The flow in
Fig. 2: Velocity at the inlet nozzle of the starting pump the starting loop accelerates
rapidly. Besides the flow

through the core, the experiments show a back flow through the open non operating loops.

t/s

The following additional boundary conditions were assumed for the transient numerical simu-
lation of a pump start-up scenario:

* initialy all pumps are stopped, no natural circulation occurs

* inoneloop the MCP starts linearly from O to 8550 kg/s in 14 s, after 14 s the mass flow
rateis constant at 8550 kg/s (Fig.2)

» theunborated slug is given as a scalar pulse from 3.0-5.0 s after the beginning of the start-
up of the MCP (Fig. 3), the unborated slug corresponds to 7.3 m® of unborated water
(assumed volume of unborated water caused by external dilution)

* no counter flow through the other loops was considered as a conservative assumption, the
slug is completely passing the core

The scalar representing the boron content of the slug is treated in normalized form by setting

the original boron concentration deficit of the slug equal to unity. In [9] a sensitivity study on
the turbulence models, the difference schemes and the choice of time discretization was made

11



to show the influence of these patterns on the result of the calculation. An important fact was
the right choice of time discretization (0.05 s) to minimize numerical diffusion.

2.3  Resultsof pump start-up ssimulation

The results of a pump start-up Lp - - e— - R e IR TR ‘
simulation are shown in Fig. 5. (A N S S S j
The results show a very complex st L o S [ ;
flow in the downcomer. The in- o7y
jection is distributed into two S N S o S ‘
main jets, the so called butterfly < | | | S o S |
distribution. In addition, severa & DU B A - S j
secondary flows are seen in vari- ‘ ‘ ‘ ‘ ‘
ous parts of the downcomer. Es- R N S S R |
pecialy strong vortices occur in T I A S S ]
the area below the injection loop. ot 1 o R o ‘
Here a strong recirculation area 00 . " " " ~ >
occurs. The complex flow field ‘s

promotes strong mixing of the

slug in the downcomer. Fig. 3: Scaled concentration level at theinlet nozzle of the

starting pump

Although the slug divides into

several parts two main fronts propagate towards the core on the left and right side of the in-
jection loop. Parts of this main front are less mixed. The front of the mixed slug reaches first
the sieve plate and then afew seconds later the core inlet.

The control rod

035 chamber is also
03 | playing an impor-

o tant role for mixing
S 0.25 - the slug front. Fig.
8 4 shows the time
5 0.2 1 dependence of the
S 015 | maximum  boron
5 deficit (1 corre-
S o1 sponds to the boron
g deficit in the loop)
0.05 - which is found at

: : : : \ \ ‘ ‘ ‘ the core inlet plane.

0 1 1 ‘ ‘ ‘ ‘ ? ? i Because of the large

1 6 11 16 21 26 31 36 41 46 coolant volumes of

time/s the downcomer and

lower plenum com-

Fig. 4: Time dependent maxima of the lower borated plug at thecore  pared to the loops
inlet (ratio 3:1), the
maximum of the

disturbance arrives only about 24 s after the beginning of the start-up of the pump. Due to
the long flow path and the relative small volume of the unborated plug, only 34.1% decrease
of boron concentration compared to 100% at the inlet nozzle was obtained. The results show

12



that the high downcomer of the VVER-440 and the lower control rod chamber support cool-
ant mixing. For the investigation of possible recriticality of the scramed reactor after the in-
sertion of a plug of lower borated water into the core, reactor dynamics calculations have to

be performed, where the obtained CFD results can be used to provide the time dependent bo-
ron concentration at the core inlet.

Time/s Downcomer Corelnlet Sieve Plate
m= 2.5000E-01 m= 2.5000E-01
2.9615E-01 2.9615E-01
. 2.3558E-01 . 2.3558E-01
' 17s500E-01 ' 17s500E-01
W 1.1442E-o1 W 1.1442E-o1
l 5.3846E-02 l 5.3846E-02
0.000084+00 oy 0.000084+00 oy
7.0
12.0
16.0
23.0

Fig. 5: Time dependent mixing conditions at the pump start-up scenario
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3. Outlook

Further investigations are necessary to model the internals with more details. To validate the
CFX-4 calculations it is necessary to compare the results with experiments for VVER-440
reactor types. To analyze the dependencies of the power output of the reactor on the tempera-
ture and/or boron concentration distribution an interface between CFD models and the neu-
tron kinetic code DY N3D has to be set up at the core inlet region.
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WIRE-MESH SENSOR - NOW 10,000 FRAMES PER SECOND

Hor st-Michael Prasser, J. Zschau
Dieter Peters', Gerd Pietzsch?, Wolfgang Taubert!, Manuel Trepte*

1. Introduction

In the annual report 1996 a new wire-mesh sensor for gas-liquid flows was presented [1]. In
the last two years the sensor was applied to an air-water flow in a vertical pipeline (inner di-
ameter D=51.2mm) to study the flow structure in a wide range of superficial velocities. Be-
sides the void fraction distributions, the high resolution of the sensor was used to calculate
bubble size distributions from the primary measuring data. This allowed to study the evolution
of the flow structure along the pipe [2]. The maximum time resolution available to perform
these experiments was 1,200 measurements per second. Now we can report about the increase
of the measuring frequency to 10,000 frames per second. In the result it is possible to visualise
and quantify individual bubbles or droplets at a much higher flow velocity, than before.

2. Working principle of the wire-mesh sensor

The function is based on the measurement of the local instantaneous conductivity of the two-
phase mixture. The sensor consists of two electrode grids with 16 electrodes each, placed at a
small axia distance behind each other (Fig. 1). The conductivity is measured at the crossing
points of the wires of the two grids. One plane of electrode wires is used as transmitter, the
other as receiver plane. During the measuring cycle, the transmitter electrodes are activated by
amultiplex circuit in a successive order, _

asillustrated in Fig. 2 for an example of A% top view
2 X 4 wires.

sectional view A - A

The measurement for one row is started
by closing one of the switches S1-34.
The currents arriving at the receiver
wires are transformed into voltages by
operational amplifiers and sampled by
individual sample/hold circuits. After
an analogue/digital conversion the sig-
nals are transferred to a data acquisition
computer and stored for each receiver
electrode separately. This procedure is /é
repeated for all transmitter electrodes =

[3].

After the first laboratory prototype was
successfully built, the wire-mesh sensor including the signal acquisition unit was qualified for

) ) o
receiver wires g‘:

©

transmitter wires

Fig. 1: Wire-mesh sensor (2 x 16 electrode wires)

! TELETRONIC Ingenieurbiiro, GbR, Bautzner LandstraRe 45, 01454 GroRerkmannsdorf
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series production in co-operation with the TELETRONIC Ingenieurbiiro GbR. It is now com-
mercialised by this company. The signal acquisition unit of this device contains the elements
shown in Fig. 2. The timing of the transmitter activation, the sample/hold triggering and the
AD conversion is controlled by a Freely Programmable Gate Array (FPGA). The unit must be
linked to a data acquisition computer (PC) to be operated. A parallel interface (16 bit) is used
to transfer the AD conversion results to the personal computer. This interface is coupled to the
ISA-bus of the PC. This is the main factor limiting the measuring frequency of the system to
1.200 frames per second.

When we look at this time resolution from the point of view of flow visualisation, we find for
example that bubbles of several millimetres magnitude are mapped in several successive in-
stantaneous gas fraction distributions (frames), if the flow velocity is not too large. At 1 m/s
the bubble travels about 1 mm in 1 ms, i.e. a bubble of 5 mm diameter is displayed in ap-
proximately 5 - 6 successive frames. When the flow velocity is increased, the situation soon
becomes worse. In the interesting region of transition from slug flow to annular flow, which
takes place at velocities of about 10 m/s, bubbles or droplets of the mentioned size can even
cross the measuring plane without being visualised. For this reason efforts were made to in-
crease the measuring frequency to 10,000 frames per second. In December 1999 the first pro-
totype of the new generation of signal acquisition units was successfully tested at the two-
phase flow loop of the institute.

The analogue part of the first gen- > ansriter
eration of signal acquisition units

was already designed for a highel
measuring frequency. A sufficient

receiver electrodes
" 4 R1-4

improvement of the signal quality %‘ﬂﬂ

was achieved by placing the pre-

amplifiers of the receiver electrodes T./m@ 4@ .
as well as the driver circuits for the gﬁ o
transmitters into the casing of the 2

tube

] [=I

] [(E =] [=T

SP
connectors at the end of the cables t '|'|>14|||| voltage 451 .
suppl
the sensaor. Y operational 1

amplifiers

T

i75:-1mple/hold
circuits

The main optimisations had to con-

cern the digital part, i.e. the AD con-Fig. 2: Simplified scheme of a 2 x 4 wire-mesh sen-
version, the data storage and the dat_.  SOr with signal acquisition system

transfer to a data evaluation com-

puter. The main feature of the second generation unit is an integrated digital signal processor
(Analog Devices Sharc DSP 21065L) managing a data storage of 64 MB external SDRAM.
The activation of the transmitter electrodes and the work of 16 AD converters is again con-
trolled by an FPGA (Freely Programmable Gate Array). The pulse width for the transmitter
electrode activation is 3 pus. Within this time, the transient of the receiver amplifiers is settled.
The ADCs, one for each receiver electrode, have a conversion time of 2.3 pus. For noise re-
duction, every measurement is carried out twice - once for the positive half-period of the
transmitter pulse and a second time for the negative half-period. Afterwards, the conversion
results are subtracted from each other by the FPGA, the DSP takes over the data into the
RAM. The AD conversion for both half periods is carried out during the build-up time of the
signal of the other half period. In this way, a total measuring period for one transmitter wire of
6 us and the corresponding measuring frequency of 10,000 frames per second were achieved.
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The transfer of the measured data to the data acquisition PC is performed only after the com-
pletion of the measuring series. For this purpose, the DSP is equipped with an ETHERNET
interface. The memory size is sufficient to store 170,000 individual measuring results for all

16 x 16 crossing points of the sensor, i.e. a continu-
ous measurement over 17 sis possible.

3. Flow pattern visualisation

The output of the wire-mesh sensor consists of atime
sequence of local instantaneous void fractions that
characterise the presence of the gaseous phase in a
grid of measuring positions in the cross section.
These data sets can be used for a visualisation of the
two-phase flow. With the help of a special software
the individual gas fraction distributions can be dis-
played as a sequence of frames. Eulerian sectional
views of the gas fraction distribution in the vertical
center plane of the pipe can be obtained, if successive
void fraction distributions over the diameter are
plotted in avertical stack, beginning from the top and
moving downwards. The resulting graphs give the
impression of a side view of the flow. In Fig. 3, the
increase in resolution gained by the new signal acqui-
sition unit is illustrated for a slug flow. At the right
side the flow pattern is shown in the high resolution
of 10,000 frames per second. At the left, the same
datais shown with atime axis compressed by a factor
of 8. In this way, a comparison to the resolution of
the first generation of signal acquisition units for one
and the same experiment run is possible. It is clearly
visible, that the bubble cloud in the wake of the slug
isresolved in much more detail.

The comparison of signals, obtained at different ex-
periment runs with both the old and the new deviceis
shown in Fig. 4. Here, different redisations of the
flow pattern at identical superficial gas and water

1.25 kHz 10 kHz

Fig. 3: Resolution increase gained by
the new signa acquisition
unit

velocities are presented. The examples are taken from the region of higher flow velocities.
The signal recorded at the higher measuring speed offers much more details. Furthermore, it is
very important for the bubbles size measurement, that individual bubbles are visualised in
several successive frames at the high measuring speed, while they are found only in one single

frame at the low speed (one line in the sectiona plots).

4. Conclusion

The new generation of signal acquisition units is able to deliver a flow visuaisation with a
resolution of 10,000 frames per second. This gains much more details of the flow structure,
than before. The achieved measuring frequency extends the applicability of the wire-mesh
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sensors towards the two-phase flow at velocities in the range of 10 m/s. In the next step, it is
planned to increase the number of electrodes in order to make it possible to increase the sen-
sor diameter without losing spatial resolution.

‘JAir P05 mis 1 mis 2 mfs 4 mis 10 mfs

Fig. 4. Two-phase flow structure at Jwae=4 M/s and high air flow, A: first generation of sig-
nal acquisition units (1,200 Hz), B: second generation (10,000 Hz)

References

[1] H.-M. Prasser, A. Bottger, J. Zschau (1997), A New wire-mesh tomograph for gas-
liquid flows, in F.-P. Weil3, U. Rindelhardt (Ed.), Annual Report 1996, Institute for
Safety Research, FZR-190, 34-37

[2] H.-M. Prasser, Wire-Mesh Sensors for Two-Phase Flow Investigations, F.-P. Weil3, U.
Rindelhardt (Ed.), Annual Report 1998, Institute for Safety Research, FZR-268, 23-28

[3] H.-M. Prasser, A. Béttger, J. Zschau (1998), A new electrode-mesh tomograph for gas-
liquid flows, Flow Measurement and Instrumentation 9, 111-119

18



ATHLET CALCULATIONS OF THE PRESSURIZER SURGE LINE
BREAK (PH-SLB TEST) AT THE PMK-2 TEST FACILITY

Eckhard Krepper and Frank Schéafer

1. Introduction

At the Hungarian integral test facility PMK-2
pressurizer surge line break experiment (PH-SLB _ #,.»-*Lg
test) was carried out within the PHARE 4.2.6 h{EEReet L]
project, [1]. The primary objective of the test w - |

to provide experimental data for a surge line i
break transient at VVER-440 reactors with redyi- Hydroaccu- &%
ced injection from the emergency core cooling mulator 1+|2_L|=-'
systems (ECC). At the Institute of Safety Rese-
arch calculations of the experiment were perfor-
med with the thermohydraulic computer code
ATHLET, which was developed by GRS (Gesell-
schaft fir Anlagen- und Reaktorsicherheit) mbH.
In the context of the PHARE 4.2.6b project the
Institute of Safety Research has also supplied the
void fraction measurement system for the PMK
2 test facility and was involved in the evaluatio
of the experimental results.

-

2. The PMK-2 test facility

The PMK-2 test facility (Fig. 1) is a full pressure

volume-scaled model of the Paks Nuclear Power

Plant. The facility was constructed by the KFKI

Atomic Energy Research Institute Budapest, [

2]

-~ ~
=~ 1Break 2 Accu injection

""" 3HPIS 4LPIS

_.‘:'_

and is mainly designed to investigate small and .
medium size breaks in the primary system and t6'9- 1 The PMK-2 test facility

study the natural circulation behaviour of VVER-

440 type reactors. The 6 loops of the plant are modeled by a single loop with a scaling ratio of
1:2070. The core model consists of an electrically heated 19-rod bundle.

3. Description of the experiment

The experiment PH-SLB simulates a break of the pressurizer surge line with the assumption that
only one of two hydroaccumulators and one of three high pressure injection systems (HPIS)
work. The low pressure injection system (LPIS) is available. The break is located at the connec-
tion between surge line and hot leg (see Fig. 1). The available hydroaccumulator injects into the
upper plenum of the reactor model. The HPIS and LPIS inject into the cold leg and the down-
comer. The experiment starts with nominal conditions (full power, nominal mass flow). The
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break of the pressurizer surge line leads to a fast pressure decrease in the primary system within
approximately 30 seconds after the transient initiation. The injection from the hydroaccumula-
tor and HPIS cannot compensate the loss of coolant in the primary side. Therefore, the reactor
is fully emptied during the transient and a fast increase of the fuel cladding temperatures takes
place. Because of the counter current flow in the reactor model, the water from the hydroaccu-
mulator cannot reach the reactor core. Only with the injection from the LPIS the dry-out of the
reactor core is stopped. The general course of events is presented in Table 1.

Table 1: Comparison of measured and calculated sequence of events

Event Experiment Calculation
Break initiation Os Os
Scram initiation Os Os
Start of pump coast down Os Os
Start of HPIS 17s 17s
Initiation of hydroaccumulator injection 20s 18s
Reactor coolant level at hot leg elevation 28's 38s
Primary pressure equals secondary pressurg 31s 30s
Hot leg loop seal first clearing 70s 70s
Pump coast down ended 148 s 150 s
Start of core dry-out 210s 236 s
End of hydroaccumulator injection 218s 217 s
Hot leg loop seal final clearing 220s 230s
Reactor coolant level minimum 255s 260 s
Start of LPIS 304 s 293 s
Maximum cladding temperature 444 s 398s
Reactor coolant level is stabilizing 750 s 850s
End of experiment 1000 s 1150 s

4. Thermohydraulic model

The presented results were obtained with the code version ATHLET Mod 1.1 Cycle C. The
complete PMK-2 model consists of 169 control volumes and 128 heat conduction elements. For
modeling the thermofluid objects in general the five-equation model of ATHLET was used and
the one-dimensional steady state critical discharge model (CDR1D) was applied to calculate the
break flow. Before starting the transient, a zero transient calculation at stationary boundary con-
ditions was performed over a problem time of 1000 s. By means of the zero transient calculation
the stationary mass flow in the primary loop, the pressure differences and the heat losses were
adjusted. The secondary pressure was controlled by the steam outlet. The initiation of power
scram, pump coast down and the start of the emergency cooling systems were controlled by time
and pressure dependent signals. The power scram and pump coast down were started at t=0.1 s,
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the HPIS was started at t=17 s, the hydroaccumulator injection was initiated at a primary pres-
sure of PR21=5.94 MPa and the LPIS was started at PR21=0.85 MPa. The time dependence of
the reactor power followed the characteristic decay heat curve.

5. Results
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g —— EXPERIMENT _
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Fig. 2: Primary pressure (PR21) and secondary pressure (PR81)
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Fig. 3: Level in the reactor model (LE11)

An overview about
measured and calcula-
ted events during the
whole transient is gi-
ven in Tablel1l. The
transient was started
by opening the break
valve at t=0 s. Caused
by the rapid primary
pressure decrease the
reactor scram and the

pump coast down
were initiated already
at approximately

t=0s. At t=8s the
steam generator se-
condary side was iso-
lated by closing the
steam line and the feed
water supply. The
high pressure injection
system was started
triggered by the pri-
mary pressure signal
at t=17s. The most
important event in this
early phase of the tran-
sientis the fast depres-
surization of the
primary system, see
Fig. 2. Due to the
break the pressurizer
surge line is practical-
ly disconnected from
the primary loop and
the pressurizer is emp-
tied at t=12 s. The re-
actor coolant level
(LE11, Fig. 3) decrea-
ses very fast, reaching

the hot leg elevation at t=38 s. Already at t=12 s a first flashing can be observed in the hot leg
and at t=100 s the void fraction reaches a maximum. In this phase a transition to higher void
fraction in the break flow (FLO1, Fig. 4) can be observed and the reactor coolant level (LE11,
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Fig. 3) stagnates. The setpoint of the hydroaccumulator injection was reached at t=20 s (LE92,
Fig. 5) and the vaporization in the hot leg was temporary interrupted by the cold water flow to-
wards the hot leg. At approximately t=30 s the primary pressure (PR21) equals the secondary
pressure (PR81), see Fig. 2. Afirst hot leg loop seal clearing can be observed att=70 s, indicated
by the hot leg loop seal level (LE31, Fig 6). Up to this point the ATHLET calculation shows a
very good agreement with the measured results.

2,0 T T T T T T T T r The cold water injec-
ted from the hydroac-
cumulator flows
15 F - partly to the upper
plenum and to the hot
— EXPERIMENT 1 leg. Inthe period from
1,0 —ATHLET1.1C - 70s to 230s strong
oscillations in the hot
leg loop seal level
05 | FLO1 (LE31, Fig. 6) can be
observed, the void
i 1 fraction in the hot leg
00 L Lsvianinmemrieneoy  fluctuates between 0
’ and 100 %. In the ex-
periment the hot leg
0 200 400 600 800 1000 |00p seal is cleared
Time (s) and refilled four
times. The calculation
Fig. 4: Break mass flow (FLO1) shows clearly the
same phenomenon,
10,0 T T T I T I T T T but the hot leg loop
seal is emptied and re-
1 filed only three
times. The final loop
seal clearing can be
— EXPERIMENT | observed when the in-
——ATHLET1.1C jection from the hy-
-| droaccumulator has
stopped. The hydro-
LE92 1 accumulator is emp-
tied at t=217 s (LE92,
Fig. 5) and the final
] loop seal clearing
takes place at t=220 s
8,0 . : ' : ' : ' : ' in the experiment and
0 200 400 600 800 1000 gt t=230 s in the cal-
Time (s) culation (LE31,
Fig. 6). After the final
Fig. 5: Level in the hydroaccumulator (LE92) loop seal clearing the
void fraction in the
hot leg reaches 100 % and the break flow changes to single phase vapor flow (FLO1, Fig. 4).
After t=200 s measured and calculated void fraction indicate steam flow even in the steam ge-
nerator cold collector and the cold leg of the primary loop.

Mass flow (kg/s)

9,5

9,0

Level (m)

8,5
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The fast decrease in the reactor coolant level (LE11, Fig. 3) leads to an extended dry-out in the
reactor core (TE11-15, Fig. 7 and Fig. 8). In the experiment this dry-out starts at t=210 s, in the
calculation at t=236 s. In the experiment the maximum cladding temperature was reached at
t=444 s and in the calculation at t=398 s. The reactor coolant level (LE11, Fig. 3) reached an

Level (m)

6,5

6,0

5,5

50

4,5

Fig. 6: Level in the hot leg loop seal (LE31)

Temperature (K)

1000

800

600 ¢

400

! | | ! | ! |
—— EXPERIMENT 1
——ATHLET1.1C
LE31 i
L i
' L L ' L ' L
200 400 600 800 1000
Time(s)
! | | ! | ! |
L | | L | L |
200 400 600 800 1000
Time (s)

Fig. 7: Cladding temperatures in the reactor core (TE11-TE15) - experiment
(TE11: z=1.5m, ..., TE15: z=3.5m)

absolute minimum from t=255 s to 360 s in the experiment and from t=260 s to 312 s in the cal-
culation. Due to the initiation of the low pressure injection system the coolant level in the reactor
and in the downcomer rises again. The start of the low pressure injection system is initiated by
the primary pressure signal at t=304 s in the experiment and at t=293 s in the calculation. In the
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assumed accident scenario both experiment and calculation show, that the provided emergency
core cooling systems can prevent core damage. After the initiation of the low pressure injection
system the increasing reactor coolant level ensures core cooling up to the end of the experiment.
After reflooding in both experiment and calculation the void fraction in the hot leg slightly de-
creases. The break flow changes from single to two-phase flow with a slightly increased mass
flow rate from t=700 s up to the end of the transient (FLO1, Fig 4). The reactor coolant level
(LE11, Fig. 3) is stabilized at t=750 s in the experiment and at t=850 s in the calculation.
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5
=
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Fig. 8: Cladding temperatures in the reactor core (TE11-TE15) - calculation
(TE11: z=1.5m, ..., TE15: z=3.5m)

6. Conclusions

In the presented ATHLET calculation all main phenomena of the experiment, in particular the
complex behaviour of the hot leg loop seal in connection with the hydroaccumulator injection,
phase changes in the break flow, the dry-out of the core and the reflooding phase initiated by

the low pressure injection system are calculated in a good agreement with the experimental re-
sults.

The experiment and the calculation showed, that the described accident scenario can be control-
led by the available ECC systems. The reduced high pressure injection and the one hydro-
accumulator are not sufficient to prevent core damage. Only the low pressure injection provides
long term residual heat removal conditions.
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ANALYSIS OF THE OECD MSLB BENCHMARK USING THE COU-
PLED CODE DYN3D/ATHLET

Soren Kliem, Ulrich Grundmann, Ulrich Rohde

1. Introduction

3D neutron kinetics core models have been coupled to advanced thermohydraulics system
codes. These coupled codes can be used for the analysis of the whole reactor system. A bench-
mark task to compare different coupled codes for reactors with quadratic fuel assembly cross
section geometry was defined by the Pennsylvania State University (PSU) under the auspices
of the OECD/NEA [1]. The reference problem chosen for this benchmark is a main steam line
break (MSLB) at end of cycle (EOC) and full power conditions. It is based on real plant design
and operational data for the TMI-1 nuclear power plant. TMI-1 is a two-loop B&W designed
plant with once-through-steamgenerators.

For the calculation of this benchmark, performed in the Institute of Safety Research of the For-
schungszentrum Rossendorf the 3D neutron kinetics core model DYN3D [2] coupled to the
thermohydraulics system code ATHLET [3] was used. The coupling was accomplished in an
external way, where the core is completely modeled by DYN3D including the thermohydraulics

[4].

The core was modeled with one node per assembly in radial and 28 layers in axial direction. The
cross section library was provided by the PSU. This library covers only the moderator density
range from 641.4 kg/fup to 810.1 kg/m. In case of exceeding this range which occurs during

the transient, the boundary values have to be taken. In spite of the calculations, submitted for
code comparison within the benchmark work, where this approach was realized, in the calcula-
tions presented here an extrapolation of the cross section data beyond the highest density value
is applied. It allows a more realistic comparison with the point kinetics analysis being a part of
this benchmark where the feedback is described by reactivity coefficients.

For the modeling of the remaining plant components, an exisiting ATHLET input data deck for
the TMI-2 plant was modified and extended. The extension concerns especially the secondary
side, where the two main steam lines of the steamgenerator (SG) affected by the leak were mod-
eled in detail.

The degree of mixing of coolant from different loops inside the reactor pressure vessel (RPV)
Is considered by a mixing ratio, which is based on mixing tests carried out at a similar power
plant. These tests define the degree of mixing that occurs within the RPV as a ratio of the dif-
ference in hot leg temperatures to the difference in cold leg temperatures:

Ratio = (T(intact)-T,obroken))/(T.q((intact)-T.g(broken))

The ratio was chosen to be equal to 0.5. 20 % of the heat is exchanged in the lower plenum and
80 % in the upper plenum.

The application of this mixing formula requires a full splitting of the two loops of the reactor
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not only outside but also inside the RPV. In the upper head, cross connections between the two
loops were introduced to keep the loop pressures in balance. The desired amount of flow mixing
is obtained by energy exchange between the two control volumes in the lower and in the upper
plenum, respectively. As a more detailed mixing model does not exist it is assumed, that one
half of the fuel assemblies is supplied by the coolant with the lower temperature (mainly from
the broken loop) and the other one by the coolant with the higher temperature.

2. Accident progression and results

The transient s initiated by a sud-
den rupture of one main steam

300 line upstream of the main steam
isolation valve. Therefore, the af-
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Fig. 1: Cold leg temperatures in the basic calculation
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(basic calculation in fig. 2). The reactor returned to power. At about t = 80 s, the affected SG
becomes emptied. The heat transfer and the corresponding overcooling are suddenly stopped.
The power rise is stopped, too. The maximum power reached during this second power rise cor-
responds to about 9 % of the nominal power.

3. Influence of the coolant mixing on the core behaviour

To assess the influence of the
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Fig. 4: Maximum fuel temperature in the differen
DYN3D/ATHLET calculations

The main goal of the OECD MSLB Benchmark is the validation of coupled 3D neutron kinetics/
thermohydraulics codes. However in the first phase of the benchmark, a point kinetics calcula-
tion had to be carried out using coefficients derived from 3D nodal core calculations with the
same cross section data, provided for the calculation presented above. Special attention was
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paid to make both calculations

40108+ ——3  comparable. The thermohydrau-
- : : : : lics parameter in the coupled and
oF : : : ] the point kinetics calculations
3.00107 [ ffooe P MG Ratio: 05 (Basic Calgulation) behave very similar, but the
% - .— NoMixing : 1 power in the point kinetics cal-
=SSON1 5 T N s | culation (28% of the nominal
2 - : 1  power)is aboutthree time higher
3 - § § § . than that of the coupled calcula-
1.00209 o S S S 7 tion (fig. 5). The maximum fuel
- : : ‘ ] temperature reached during the
- = point kinetics calculation is less
00‘ - 3 than 40C°C. This is mainly due

20 4 60 80 100 to the fact, that the asymmetric
Time [s] L .
power distribution in the core is
not considered in this calcula-
Fig. 5: Core Power in the different point kinetics calculaion. The comparison of these
tions two calculations demonstrates
the superiority of the coupled 3D
neutron kinetics/thermohydraulics plant model. The variation of the mixing in a sensitivity cal-
culation with the point kinetics model shows a lower power peak (fig. 5). This is due to the fact,
that the core power is calculated using only the core averaged moderator temperature value. The
spatial distribution of the core inlet temperature has no influence on the feedback. Therefore,
the smaller heat transfer in the calculation without mixing is responsible for the lower power
peak.

As can be seen, the changes of the coolant mixing conditions inside the RPV have an opposite
effect on the power behaviour in the coupled 3D neutron kinetics/thermohydraulics and the
point kinetics calculations.
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CALORIMETRIC INVESTIGATION OF THE FORMATION OF
GRIGNARD REAGENTS

Giinther Hessel, Guinther Hulzer?, Holger Kryk, Peter Palitzsch®, Wilfried Schmitt,
Nurelegne Tefera, Frank-Peter Weiss

1. Introduction

In the fine-chemical and pharmaceutical industry, Grignard reagents are of enormous impor-
tance as an initial stage of numerous organic syntheses. Due to the spontaneous heat release
during the initiation of this strongly exothermic reaction, Grignard reactions dispose of con-
siderable harzard potentials. Therefore, the knowledge of thermodynamic and thermokinetic
parameters is one of the prerequisites for safe formation of Grignard reagents in production
plants. In literature, measurement values of the molar reaction enthalpy have only been
known for a few Grignard compounds. Up to now the calorimetric investigation of Grignard
reactions has been carried out at reflux conditions to control the spontaneous heat release by
means of hot cooling (cooling by evaporation). However, calorimetric measurements under
reflux conditions are connected with a higher error (about + 30%) than in closed systems
(about + 10%) due to additional heat losses and the evaluation of the heat of reflux. To obtain
more accurate results, these studies on the formation of Grignard reagents were carried out in
aclosed reaction calorimeter for the first time.

2. Preparation of Grignard reagents

Reactions between organic halides and solid magnesium are the most common method to
prepare Grignard reagents. As a model reaction, the direct reaction between the bromoben-
zene derivative and solid magnesium was studied. The brutto reaction equation can be written
asfollows

R-Br + Mg(s) Of. R-Mg-Br )
bromobenzene derivative magnesium organomagnesium bromide

To initiate the formation of Grignard reagents, the organometallic compound (R-Br) has to be
solvated by the tetrahydrofurane solvent (THF). Additionally, active centres (radicals) have to
be formed on the magnesium surface. When forming the Grignard reagent (R-Mg-Br), the
magnesium radical is inserted between the rest of the organic molecule (R) and the bromine
(Br). After an induction time, the Grignard reaction seems to go autocatalytically. That means
when a critical amount of the Grignard reagent was formed, new active centres are exposed
and subsequently the rate of reaction increases exponentially. The runaway reaction is only
stopped when one reactant is consumed. Since Grignard reactions are highly exothermic, a
thermal explosion could occur if alarge amount of organic halides was added during a long
induction time. The reasons for non-reproducible and long induction times or even uninitiated
Grignard reactions could be:

! Arzneimittelwerk Dresden GmbH (AWD)
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» trace amounts from water, oxygen or alcohol which immediately react with the Grignard
reagent or with magnesium to form insoluble hydroxide or alkoxide salts that coat the sur-
face of the metal

* magnesium with an oxide film which must be penetrated for reaction with the organic
halide.

For safety reasons an experiment should be terminated if the maximum permitted amount
from the organic halide did not initiate the Grignard reaction.

3. Performance of calorimetric measur ements

The studies were carried out in the RC1 reaction calorimeter equipped with the pressure ves-
sel HP60 and an anchor stirrer. For on-line concentration measurements the Fourier-
Transform-Infrared (FTIR)-spectrometer ReactIR 1000 was used (Fig.1). To improve the ac-
curacy of the calorimetric measurements, the experiment was divided into two stages:

e initiation reaction at the boiling
point of the THF solvent

* man reaction a the isothermic
reaction temperature

First, the total amounts of magnesium
shavings and anhydrous THF solvent
were added into the reactor under
agitation (1000 rpm) and degassed
with nitrogen. To initiate the Grignard
reaction, the mixture has to be heated
up to 70°C. When this temperature
was kept constant, part of bromoben-
zene derivate was added gradually up
to initiating the formation of the Grig-
nard reagents (see Fig. 2). After this '
initiation process the reaction mixture Fig.1: RC1 reaction calorimeter with FTIR-

was cooled down to the desired tem- spectrometer

perature of the main reaction. To de-

termine the heat of reaction and kinetic parameters, the stage of the main reaction was per-
formed under isothermal conditions (see Fig. 3).

4. Results and discussion

The formation of the Grignard reagent was studied with respect to the initiation behaviour, the
heat of reaction and kinetic parameters. In Fig. 2, the initiation is depicted for the used semi-
batch process. This initiation process can be characterised by the so-called induction time
(ting), the period of initiation (ti) and the released heat of reaction (Q;). The induction time is
defined by the duration of dosing up to initiating the Grignard formation, while the period of
initiation corresponds to the duration of heat production. Well-reproducible induction times
were obtained when the pure bromobenzene derivative was added with a constant rate of
dosing into the reactor containing the total amount of magnesium and tetrafurane at 70°C and
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astirrer speed of 1000 rpm. The initiation of the Grignard reaction can be recognised both by
the decreasing concentration of the bromobenzene derivative and by the increasing concen-
tration of the Grignard reagent shown in Fig. 2.

Some seconds later the heat release rate also increases gradually and then after about 4 min-
utes it rises steeply. The rapid rise in the heat release rate and in the concentration of the
Grignard reagent can also be detected by a steep increase in pressure because a closed reactor
vessel was used for the cal orimetric measurements. Depending on the accumulated amount of
bromobenzene derivative and on the power of the jacket cooling, the period of initiation will
last over about 10 minutes.

/Heat releaserate

\ ~_Concentration of
Gnqnard reagent

\ organlc halide

Concentratl on of

/ \ organic halide

y

| A
I V Added massof the |
I
|

4000 4500 5000 5500 6000 6500 7000
t[s

Fig. 2: Profiles of process variables during the initiation of the Grignard reaction at 70°C.

To determine the molar reaction enthalpy and kinetic parameters, the stage of the main Grig-
nard reaction was carried out in semibatch operation under isothermal conditions. Figures 3
shows profiles of several selected process variables during the isothermal period. By gradu-
ally adding the bromobenzene derivative, the heat release rate could almost be kept constant.
As shown by the profile of concentration of the bromobenzene derivative, an accumulation of
the reactant was prevented. The increase in pressure mainly resulted from the increasing fill-
ing volume. The measured heat of reaction Q, and the molar reaction enthalpy AH; are listed
in Tab. 1 at different isothermal reaction temperatures. An influence of the reactor tempera-
ture on the heat release rate was not stated in the range from 40 °C to 70 °C as shown in Fig.
4,

As aresult of the calorimetric measurements, a mean molar reaction enthalpy per mole bro-
mobenzene derivative was determined:

AH, = (270%6)kJ/mol

To model the Grignard reaction kinetics of the main reaction stage, the above experiments
were adopted. This shows that the main reaction stage is only controlled by the dosing rate of
the bromobenzene derivative.
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Table1l: Heat of reaction and molar reaction enthalpy of the Grignard reaction for different
reactor temperatures

Experiment Tr Nggo” Qr AHr AH,
[°C] [mol] [kJ] [kImol] | 1k ymol]

BA14 40 0,4332 117,9 272,2

BA15 40 0,4332 115,8 267,3

BA16 40 0,4332 118,0 2725 270,7
BA17 50 0,4332 115,1 265,6 265,6
BA11l 60 0,4332 120,0 277,1

BA12 60 0,2513 68,6 272,9

BA13 60 0,4332 118,7 274,0 274,7
BA7 70 0,4813 128,4 266,9

BA9 70 0,4332 115,5 266,5

BA10 70 0,4332 117,9 272,2 268,5

D Mole of bromobenzene derivative
}dded mas;,s of bromot;Jenzene deri;vative
| — | T
A
‘ /— Concentration of the Grignard reagent
Yl
/ — Pressure
L I —
\_— Heat release rate
j \\
= |
Concentra‘tti on of bror?obenzene d‘erivati ve
15000 15500 16000 16500 17000 17500 18000 18500 19000 19500 20000

t[s]
Fig. 3: Profiles of process variables during the main Grignard reaction under isothermal con-
ditions

Therefore, the following rate equation for this type of reaction can be assumed:

r = k[R-Br] [Mgd”

For modelling this process, the experiment was conducted in a quasi batch mode (Fig. 5).
From these experiments the following model parameters were determined using the Batch-
CAD program RATE (Tab. 2).
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Fig. 4: Influence of the reactor temperature on the heat rel ease rate during the main reaction.

Table 2: Grignard reaction of the bromobenzene derivative with Mg at 40°C.

Reaction stage k [I/mal s] k/[Mg]
2 1.5720- 10° 1.5542 - 10
3 1.2557 - 102 1.9348 - 10
4 0.9092 - 10 2.1678 - 10
5 0.6472 - 10 2.3670 - 10
500 T T 0.15
—Tr[°q] main reaction stage
450 - ) 3
—Qr[w]
400 A 0.12
mdos [kg]
350
2
300 0.09
250 +——— initiation 5
1
200 n 0.06
150
100 L 0.03
50 ‘
LI RN :
4200 6200 8200 10200 12200 14200 16200 18200 20200 22200

t[s]

Fig. 5: Grignard reaction in the quasi batch mode
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Figure 6 compares the model and experimental results for the second reaction stage. There is
a good agreement between model and experiment for the first three main reaction stages. So,
the reaction is of thefirst order « = 1 in the concentration of the bromobenzene derivative and
of zero order B = 0 in the concentration of Mg. When the concentration of Mg decreases
(stage 5), the rate of reaction depends on the concentration of Mg. The reaction order is then
found to be f = 0.5. Further investigation is necessary to study the influence of temperature
on the rate of reaction during the quasi batch regime.
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N L
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Fig. 6: Comparison between model and experiment results (stage 2).

5. Conclusions

A novel technique was applied to determine of the thermodynamic and kinetic parameters of
Grignard reactions. Instead of operating under reflux conditions which are commonly used to
control the spontaneous strongly exothermic initiation of Grignard reactions, the calorimetric
measurement was carried out in a closed reactor pressure vessel. In that way the increase of
the reactor temperature and the pressure can be used for detecting the initiation of the Grig-
nard formation as shown by the comparison with the on-line profiles of the concentration of
the Grignard reagent measured simultaneously by FTIR-spectroscopy. Results showed that
the molar reaction enthalpy of a Grignard reagent could be determinated by a closed reactor
vessel more accurately than under reflex conditions.



VALIDATION OF THE BRICK CODE WITH DATA FROM PRESSURE
RELIEF EXPERIMENTS IN CASE OF RUNAWAY REACTIONS

Dirk Lucas

1. Introduction

Usually batch or semi-batch reactors are used for exothermic reactions. Often the reaction
systems and the process control change. For this reason they imply a high risc potential. The
reliable design of the emergency pressure relief system is very important to guarantee the safe
operation of such reactors.

For the one-dimensional transient simulation of pressure relief processes the new BRICK code
was developed [1,2]. The code was verified by many test cases including comparisons with
analytical solutions for special cases. Examples for the validation of the code by
depressurization experiments with water/steam are given in [1,2]. But to apply the code to the
design of pressure relief systems of batch reactors it has to be validated for realistic reaction
systems. Up to now 3 different systems were used for the validation, which represent 3 different
situations. The first reaction is the esterification of methanol and acetic anhydride. In this case
the pressure is caused by the evaporation of the components. The second is the decomposition
of ammonium peroxydisulphate, where the pressure mainly builds up from the release of
oxygen and the third is the thermal decomposition of hydrogen peroxide. This is a so called
hybrid system, what means, that the increase of pressure results from the production of gas as
well as from the evaporation.

2. Experiments

Data of pressure relief experiments for the esterification of methanol and acetic anhydride as
well as for the decomposition of ammonium peroxydisulphate were available by courtesy of
Wilhelm-Jost-Institut Hamm. The reactor has a height 1 meter and a diameter of 0.6 meter. This
corresponds to a volume of 280 litres. For both reaction systems the kinetics of the reactions
were investigated by calorimeter experiments at the Inburex GmbH Hamm. The data are also
kindly placed at our disposal.

The most important parameter for these experiments are listed in the tables 1 and 2. For the

esterification an initial composition of 38,6 wt-% methanol and 61,4 wt-% acetic anhydride was
used. The initial concentration of ammonium peroxydisulphate was 35 wt-%.

Table 1: Calorimeter experiments - Inburex GmbH Hamm

Parameter Esterification Decomposition
Volume of the test cell 110 ml 120 ml
Mass of reaction mixture 739 759
Filling 70 % 70 %
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Table 2: Pressure relief experiments - Wilhelm-Jost-Institut Hamm

Parameter Esterification Decomposition
Diameter of the orifice 13 cm 10 cm
Filling 90 % 80%

Small scale experiments with the thermal decomposition of hydrogen peroxide were done at our
institute [3]. A 1.95 litre vessel was filled with 1 litre of 5, 10, 15, 17.5 and 20 wt-9@4isolu-

tion. Discharge orifices of 0.7 mm, 1 mm and 2 mm were used. The decomposition was initiated

by an external heating. Experiments were carried out with a complete decomposition before
starting the relief as well as with a relief during the runaway.

3. Esterification of methanol and acetic anhydride

In a first step, calculations for the calorimeter experiment were done. In this experiment the
reaction is completed without pressure relief. After the completed reaction there is a slight
decrease of temperature and pressure because of the loss of heat. Using a heat-transfer coeffi-
cient of 6 W/(m'Z K), the temperature decrease of the calculation agrees with the experiment.
This is the only parameter adapted for the calculation. A very good agreement of the time
dependent temperature and pressure curves was achieved. This means the modules for chemical
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Fig. 1: Comparison of measured and calculated pressure in case of the 280 litre pressure
relief experiment with the runaway esterification of methanol and acetic anhydride
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reaction, phase transfer as well as for the calculation of material properties work well for this
case.

Fig. 1 shows a comparison of the experimental and calculated pressure for the 280 litre pressure
relief experiments. The pressure relief was started in the calculation, when the experimental
starting temperature of the experiment was achieved. After starting the relief the pressure
decreases rapidly to ambient pressure. However the cooling caused by evaporation is not suffi-
cient to stop the reaction. For this reason the temperature even increases after the relief. The
pressure peak caused by the runaway reaction is higher than the opening pressure. This is
reflected very well by the calculation. The increase of pressure before starting the relief was
mainly caused by the expansion of the liquid phase and the corresponding compression of the
non-condensible gas. Since here the pressure is only a function of the temperature, material
properties and the amount of the non-condensible gas (assumption of an ideal gas), it can be
calculated analytically. Also other parameters like the location of the top level of the liquid
phase were compared with analytical calculations. The agreement of all these analytically
calculated values and the values obtained by the BRICK code confirm the right implementation
of the model in the code. Differences between experiment and calculation may be caused by
non-ideal behaviour of the fluid.

The most important element of uncertainty in the calculation is the modelling of heat transfer to
the outside of the vessel. The influence of the heat transfer is shown in fig. 2. Here only the
pressure peak after starting the relief is shown (compare time scales of fig 1 and 2). The red
curve shows the pressure without any heat removal from the liquid. In case of the green curve,
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Fig. 2: Case studies for the influence of the heat transfer for the 280 litre pressure relief
experiment with the runaway esterification of methanol and acetic anhydride
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the vessel wall is considered, but no heat transfer to the outside of the vessel is assumed. The
assumption of a constant heat transfer coefficient to the outside is more realistic. The best
agreement between experimental and calculational results was achieved with a heat transfer
coefficient, which is proportional to the difference of the temperatures of the outside vessel wall
and the environment. That indicates a non-linear behaviour of the heat transfer. However a
physically based modelling was not possible, because the conditions of the outside cooling of
the vessel are not well known. For the calculations only one node was considered. That means,
a point model is used for the balance of energy, but the phase distribution is considered in the
calculation over the vessel height.

4. Decomposition of ammonium peroxydisulphate

Due to the lack of material data for ammonium peroxydisulphate the calculations were done
using data for hydrogen peroxide. According to the calorimeter experiments, an initial mass
fraction of 7% hydrogen peroxide was used in the calculation, what means approximately the
same mole fraction as in the case of a 35 wt-% ammonium peroxydisulphate solution. With this
assumption an ideal agreement of the experimental and calculated time dependent pressure and
temperature curves was achieved for the calorimeter experiments.

Fig. 3 shows a comparison of the measured and calculated pressure curve for the 280 litre pres-
sure relief experiment. The pressure peak caused by the runaway does not reach the opening
pressure in this case. There is a significant difference in the pressure increase before the relief.
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Fig. 3: Comparison of measured and calculated pressure in case of the 280 litre pressure
relief experiment with the runaway decomposition of ammonium peroxydisulphate
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The reason for this difference is not clear. Analytical estimations confirmed the calculated
increase of pressure. The runaway happens a little bit later in the calculation than in the exper-
iment. Again the uncertainty of the heat transfer may be a reason for that.

5. Decomposition of hydrogen peroxide

Fig. 4 and 5 show the pressure as a function of time for an experiment with a complete reaction
before starting the relief and an experiment with a pressure relief, which was started at a pres-
sure of 5 MPa. In the first case a 2 mm orifice and in the second case a 0.7 mm orifice was used.
In both cases a good agreement was achieved. The pressure recovery after starting the relief was
obtained in the experiment and also in the simulation with the BRICK code. The heating of the
vessel was an additional element of uncertainty. The heating power of the vessel wall was
adapted in the calculation.

6. Conclusions

Comparisons of the parameters calculated by the BRICK code with analytical solutions, which
may be obtained for some simple cases, showed, that the code works correct. The agreement of
the calculated and measured parameters as a function of time is satisfactory in most cases. The
main uncertainty in the calculation is the modelling of the heat transfer from the vessel to the
environment. Improvements are necessary. In addition, models for the axial heat transfer both
in the fluid and in the wall should be implemented.
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GASFRACTION, VELOCITY AND BUBBLE SIZE DISTRIBUTIONSIN
A MODEL OF ALKALINE CHLORINE ELECTROLYSISCELLS

Carola Schneider

1. Introduction

Chlorine is the raw material for many products in chemical and pharmaceutical industries as
well as a reactive agent for numerous syntheses. Technologically, chlorine is mainly produced
by alkaline chloride electrolysis. Since 1975 the older principles of the alkaline chloride elec-
trolysis, digphragm and amalgam, are

increasingly replaced by membrane Cl2 and NaCL brine H2 and 33% NaOH

cells [1]. A simplified scheme of (200 g/l)
such a cell is illustrated in Fig. 1.

Due to the lateral gas supply from the

electrode the superficial gas velocity

and as a consequence the gas fraction

YOI

0008 2000 Q
g 8800 %8 o?oo.oo O

are increasing from the bottom to the Foam
top. Bergner [2] has found that the NS,
gas fraction at the top of the anode o
chamber of a 2.7m? cell reaches © o295 o
43 % at a current density of 3 KA/mz. % 5N
During the last years the performance "% O

of the cells was continuously in-
creased. Now, typical values are
about 5-6 KA/m2. As a result the gas
fraction was increased significantly =~ Anode chamber A Cathode chamber
el conoening the cheracerin A

tion of the axia gas fraction profile Nacl brine (300 g) 30% NaOH
in the cell and the development of
methods to remove or destroy the ) _
foam in the anode chamber were re- F9- 1: Scheme of a membrane cell for alkaline chlori-
ported in the annual report 1997 [3]. de electrolyss

For the experimental investigation, hydrogen peroxide decomposition at a platinum surface
was found to be a good model reaction. Gas fraction profiles and the efficiency of different
foam-destroying measures were tested in two experimental mock-ups: a circular cell of 50
mm diameter and a 0.16 m? cell with rectangular cross section [3, 4]. This paper presents gas
fraction and velocity profiles perpendicular to the catalyst, as well as bubble size distributions
measured in the mentioned 0.16 m?2 H,O, cell (Fig. 2). The am of the measurements was to
study the boundary layer at the gas evolving surface and to analyse the contribution of the
natural circulation caused by the lateral gas supply to the efficiency of the gas removal from
the anolyte. In order to create boundary conditions, which are as ssimple as possible, the ribbed
catalyst used for the modelling of the original electrode was replaced by a flat catalyst plate.
The titanium plate was cooled from the back side to remove the reaction heat. It was covered
by a2 um thick platinum layer.
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2. Gasfraction distribution

As reported in [3], the axial gas fraction pro-
files measured in the H,O, cells are divided
into three characteristic areas, Fig. 3:

M the region of bubble flow, which is
more and more displaced by foam with
increasing current density. Finaly it oc-
curs only at the bottom. In this region
the gas fraction isless than 60 %,

(1)  the region of spherical foam with gas
fractions of 60 % to 70 %, remaining
nearly constant with increasing superfi-
cial gasvelocity and

(1) theregion of transition from spherical to

cell foam with a gas fraction higher than
70% forming at the top.

The gas fraction profile perpendicular to the
catalyst was measured by gamma densitometry
in several vertical positions of the 0.16 m2
H.O, cell with the plate catayst. At first, the
results were checked against the gas fractions
measured by the differential pressure method.
After averaging the gas fraction profile in the
horizontal direction, the results of both meth-
ods are in good agreement (see Fig. 3).

In Fig. 4 the results of a test run at a gas pro-
duction rate corresponding to a current density
in the original cell of 4.7 KA/m2 are shown. A
6 mm thick boundary layer of the gas fraction
was found. At a small distance from the cata-
lyst the gas fraction profile takes a maximum
which moves away from the catalyst as the gas
fraction in the bulk increases. In the bulk, the
gas fraction is surprisingly uniform. The differ-
ence between the gas fraction at the maximum
and in the bulk is 6-8 % in the region of bubble
flow and about 12 % in the spherical foam re-
gion. Thisdifferenceis acting as adriving force
for liquid circulation due to hydrostatic pres-
sure gradients.

The measuring results support the theoretical
gas fraction profiles of Matsuura [5] qualita-
tively, while the theory is not capable of pro-
viding the increase of the gas fraction in the
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bulk due to the assumed infinite
electrolyte extension perpendicular to
the electrode. The assumption of a
maximum gas fraction at the elec-
trode surface, proposed by Dahlkild
[6] was not confirmed.

3. Profiles of gas phase velocity

%

Profiles of the gas phase velocity
were measured by LDA technique at
the bottom of the 0.16 m? H,0O, cell,
Fig 5. Similar to the gas fraction, the
gas velocity profiles show a maxi-
mum at a distance of a few millime-
tres from the catalyst. Furthermore,
distinct riser and downcomer zones
exist. However, the thickness of the
boundary layer is different for gas
fraction and velocity: The gas frac-
tion layer (app. 6 mm) is narrower
than the velocity layer (app. 10 mm).
Looking to the evolution of the ve-
locity profiles with increasing height,
the riser zone has to be divided in

two regions: The peak region, where Distance from the catalyst mm
the velocity decreases with growing

height, and the slope region between g 4. Gas fraction profiles perpendicular to the plate
the peak and the downflow area, catalyst at 4.7 KA/M?

where the gas fraction increases. In

total, the riser zone is widening in the upward direction. In the theoretical models of Matsuura

[5] and Dahlkild [6] the gas velocity aways increases with growing height, what isin contra-

diction to the experimental observationsin the peak region.

Gas fraction

An attempt to explanation can be made as follows: In analogy to the free thermal convection
at aheated vertical plate the transition from the laminar to a turbulent boundary layer occurs at

aGr-Pr~ 10°— 10°. Here, Gr=g-2>- (Ap/p)- (1/ v?), where the relative density decrease can
be approximated as Ap/p = €5 — €puk- 1he Prandtl number must be modified to put into

relation the viscosity to the diffusion of gas bubbles. For a first estimate, it was assumed that
Pr= 1, i.e that bubble diffusion and momentum transport have the same order of magnitude.
Recalculating the critical height, we get that the transition between laminar and turbulent
boundary layers take place at a height of about 0.1 m. In this transition region, the turbulent
viscosity increases significantly with growing height. At the same time, the shear stress, which
isin equilibrium with the buoyancy of the bubbles, remains amost at the same level. This ex-
plains the decrease of the peak velocity with growing height in Fig. 5. The thickness of the
boundary layer tends to grow, which is caused by the intensification of the momentum trans-
port in the transition region. Neither the model of Matsuura [5] nor that of Dahlkild [6] con-
sider a transition. The model of Matsuura is based on the Prandtl mixing length theory for a
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turbulent flow, while Dahlkild solved the laminar case. In these both cases the velocity must
always increase with growing height.

©z= 80mm,jd=0.110 cm/s,
eps=21%

Az= 95mm,jd=0.130 cm/s,

é eps=2.5%

> © z=110 mm, jd = 0.151 cm/s,

g eps=29%

2 0z =190 mm, jd = 0.261 cm/s,

2 eps=5.0%

<

o

g

(D Q VA O AL D AR
St ..5.'&‘—‘_3‘-:':“" AT & SR AY A s ——i-é-\;?;

© 0 - O 0O - A
O - O O T

20 25 30 35 40
Distance from the catalyst mm

Fig. 5: Gas velocity profilesin the 0.16 m? H,O, cell with plate catalyst at 2 KA/m?

In the downcomer, the gas phase velocity remains nearly constant. Since the gas fraction is
also constant in this part of the cell, one can deduce that the bubble size distribution must be
the same over the depth of the downcomer zone at a given vertical position.

4. Bubblesizedistributions

Bubble size distributions were measured at an elevation of 80 mm above the bottom of the
cell. Unfortunately, the PDPA did not work at any higher position, because there the fluid is
not transparent enough. The results are shown in Fig. 6 and 7. The measurements inside the
riser region were carried out at four distances from the catalyst (1 — 3.5 mm) and have deliv-
ered amost the same bubble size distributions, while between riser and downcomer region
significant differences were found. In comparison to the riser, the bubbles in the downcomer
are larger approximately by afactor of two.

For the measured bubble size distributions, the bubble rise velocity isin the range of 2.6 mm/s
in the riser and 5.3 mm/s in the downcomer. In comparison to the gas velocities given in
Fig. 5 the bubble rise is only a minor contribution to the gas transport, i.e. the gas transport is
dominated by the liquid circulation at the bottom of the cell.



5. Conclusions

The experiments at amodel of the alkali chloride electrolysis cell have shown that the appear-
ance of foam is an important factor in the hydrodynamic cell behaviour. Axial gas fraction

distributions measured by the differ-
ential pressure method were com-
pleeed by gammadensitometry,
which allowed to characterise the gas
fraction profiles perpendicular to the
catalyst (model electrode). These two
measuring techniques are applicable
over the entire cell height. To study
the bubble velocity and the bubble
size distributions, LDA/PDPA was
used. Results could only be obtained
near the cell bottom.

It was found that an increase of the
cell performance leads to a growing
layer of spherical foam with an a-
most constant gas fraction of about
60 %-70 %. At the top of the spheri-
cal foam aregion of transition to cell
foam was observed. The maximum
gas fraction was 84 %. A gas fraction
boundary layer was found both in the
bubble flow and in the region of
spherical foam.

The LDA measurements have shown
the circulation of the fluid and the
boundary layer near the catalyst
(model €electrode), which is the
dominating factor of the gas transport
at the bottom of cell. The velocity
profiles indicate that the measure-
ments were performed in the transi-
tion region between laminar and tur-
bulent boundary layer. Future theo-
retical models must include this tran-
sition region. In the region of spheri-
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Fig. 6: Bubble size distribution at 80 mm above the
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cal foam, the bubble coalescence leads to the increase of the bubble rise velocity compensat-
ing the growing superficial gas velocity what keeps the gas fraction at a constant level.
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Nomenclature

ds
eps
g
Gr

jd
Pr
Z
Emax

Epulk
\Y%

p

LDA

[m] mean bubble diameter

[%0] gas fraction

[m/<?] gravity constant

[-] GRASHOF number

[m/g] superficial gas velocity

[-] PRANDTL number

[m] z-direction referring to cell height
[%0] maximum gas fraction

[%0] gas fraction in the bulk

[m?/s] cinematic viscosity

[kg/m?]  density

Laser Doppler Anemometer

PDPA Phase Doppler Particle Analyser
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MEASUREMENT TECHNIQUESTO DETERMINE
LOCAL QUANTITIESIN LIQUID METAL FLOWS

Sven Eckert, Willy Witke, Gunter Gerbeth

1. Introduction

In the last few decades magnetohydrodynamic (MHD) effects have attracted growing interest
because of its potential impact on numerous industrial technologies such as metallurgy, crystal
growth, electron or laser beam melting/evaporation of surfaces, etc.. In processes involving
electrically conducting liquids, the application of an external magnetic field offers efficient
opportunities for a contactless flow control and fluid handling.

However, for a well-aimed optimisation of the flow structure local information about flow
quantities like velocity, pressure, temperature, concentration or void fraction are necessary.
The techniques of local and instantaneous measurements in liquid metals are known to be
much more difficult than in classical fluids like water or air. Whatever diagnostic method is
used, two categories of problems have to be solved: those due to the nature of the fluid
(opague, hot, chemical aggressive) and, in addition, due to the presence of electromagnetic
fields. Almost all conventional measuring techniques used for ordinary flows, for instance
LDA or hot-wire anemometry, totally fail in liquid metal MHD flows or their applicability is
strongly limited. As a consequence, no commercial measuring systems are available.

During the last years activities of the MHD department are focussed to develop and to qualify
techniques to measure the velocity of the liquid metal and two-phase flow characteristics such
as void fraction, bubble velocity and bubble size, respectively. In liquid meta model
experiments local sensors aswell as integral methods have been tested and applied.

2. Measurements of theliquid metal velocity
2.1 Potential-difference Probe

The potential-difference probe (sometimes also called conductance anemometer) can already
be considered as standard technique in MHD experiments (see Branover [1]). The problem to
be solved here was the development of special sensors being capable of working reliably in
liquid sodium.

If aflow is exposed to a sufficiently strong magnetic field the measured electric potential drop

A¢ between the electrodes is essentially determined by the tx B term [2] (see figure 1),
resulting in a linear dependance on the flow velocity. The following advantages promote the
use of such kind of probes:

e The geometry of the probe is very simple (two isolated electrodes). Therefore,
agood minimisation of the sensor size is possible to reduce the flow disturbances
caused by the probe itself.
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e Thesensor isreliable and robust in liquid sodium at temperatures up to 320°C.
e Thereation between the voltage signal and the fluid velocity is linear for a wide parameter
range.

e The sensor responds promptly and guarantees the suitability to measure the turbulent
velocity fluctuations.

electrodes

Fig. 1. Principle of the potential probe

However, the use of the potentia probe is combined with some serious limitations and
difficulties. The measuring principle requires the application of a steady magnetic field,
whereas the velocity component parallel to magnetic field lines cannot be determined. To
measure the velocity fluctuations one has to deal with very small signals (some uV), which
can be disturbed by a significant level of electric noise arising from components of the
experimental facility (electromagnetic pump, heating elements). Moreover, the linear relation
between output signal and velocity is not valid if the flows is bounded by highly conducting

walls or influenced by changes of the magnetic field, the cross sectional area or the wall
conductance [2].
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Potential probes have been employed to characterise the local, turbulent properties of liquid
sodium channel flows by the determination of the turbulence intensities and the power spectra

[2]. Some interesting effects have been revealed, for instance, the increase of the turbulence

oB?L

intensity with increasing Stuart number N=

(see Figure 2) or the steeper slope of the

spectral energy in the inertial range with increasing Stuart number starting from a k™
behaviour for N < 1 and reaching ak™ -scaling at N ~ 100, which becomes obvious in Fig. 3.

2.2 Mechano-optical probe

A new measuring system based on a mechano-optical principle has been developed to
determine local flow velocities. Our intention was to meet the following requirements:

The sensor should be able to work in opagque fluids at high temperatures.

The resolution should be sufficient to measure also velocities below 0.1 m/s.

The system should be characterised by good spatial resolution.

Flow disturbances caused by the sensor should be negligible.

An influence of external electromagnetic fields or electric noise on the signal should be
avoided.

glas tube

glas rod
(pointer)

Fig. 4: Measuring principle of the mechano-optical sensor

The sensitive part of the probe is a glass tube formed to a thin conical tip which isin direct
contact to the fluid (see figure 4). A small glass rod, the so-called pointer, is positioned inside
this glass tube and connected with the sensor tip only at the front point. The interaction with
the flow causes a deformation of the sensor tip resulting in a displacement of the pointer. The
flow velocity can be derived from this observed displacement. A detailed description of the
measuring principle and the equipment is given by Eckert et a. [3]. The authors also modelled
the drag force acting on the sensor in the fluid. From those estimates the rod displacement
shows a parabolic dependence on the flow velocity. Such a qualitative behaviour has been
confirmed by first experimental investigations, where the sensors have been calibrated in a
circular rotating channel.

The sensors have been tested in water and InGaSn at room temperature as well asin SnPb and
PbBi at temperatures up to 300 °C. The suitability of the sensor in this temperature range was
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demonstrated. A further increase of the temperature can be questionable, because the elastic
module of the borosilicate glass becomes then a function of the temperature. The
transformation temperature of this type of glass is approximately 650 °C. To use the
measuring system at higher temperatures, for instance in auminium at about 700 °C, the
probe tip has to be manufactured from different material. A possible alternative is quartz glass
with a transformation temperature above 1200 °C. The adaptation of the existing technology
for the sensor production to quartz glassis the present subject of investigation.

The measuring system has aready been used to determine the local flow structures in rea
experimental flows. In our lab swirling flows of InGaSn alloy in a circular box created by the
application of time-variable (travelling and/or rotating) magnetic fields have been
investigated. The interest is focussed on geometry and parameters relevant for crystal growth
technologies. Measured profiles of the azimuthal velocity obtained at different frequencies
and field amplitudes are displayed in Figure 5. In case of low frequency the increase of the
velocity starting from the centre to the boundary seems to be linear. This indicates that the
flow structure of the melt can be associated with a solid body rotation. The application of a
magnetic field rotating with a significantly higher frequency results in an evident variation of
the profiles. The enhancement of the velocity maximum near the boundary corresponds to the
above-mentioned skin effect of the concentration of the field action in the boundary region.
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Fig. 5: Radial profiles of the azimuthal velocity in acylindrical flow driven by a
rotating magnetic field

Another application will be the channel flow of liquid sodium at the experimental sodium
loop of FZR. It is planned to measure the velocity profiles in the channel cross section with
and without transverse magnetic field. The obtained results shall be compared with the
existing data of the potential probe. Moreover, first measurements have been confirmed in co-
operation with industrial partners.

2.3 Ultrasound-Doppler method
The instantaneous velocity profile which is one of the most fundamental quantities in fluid
flow phenomena can be obtained by the Ultrasound-Doppler technique [4]. Main advantages

are the ability to investigate flows of opaque liquids in a non-intrusive way and to deliver
complete velocity profiles in real-time. The principle of this method is to utilise the pulsed
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echo technique of ultrasound and to detect the Doppler shift of the ultrasound wave reflected
from moving particles suspended in the fluid.

The general feasibility of velocity profile measurements has already be shown in low
temperature liquid metals like mercury [5] and gallium [6]. However, the technology reveals
severe limitations regarding the practicability of measurements at high temperatures and the
useable velocity range. Therefore, activities have been started to develop this technique for
high temperature liquid metal applications. First tests have already been performed at the
sodium facility of FZR. At the present status the following main problems have been
identified:

¢ Limitation of the temperature range of the ultrasonic transducer: The transducer can be
used up to a maximum working temperature of 150°C. Moreover, the efficiency at
temperatures close to this maximum is low.

e Coupling of the ultrasound into the fluid: Due to the high temperatures and the chemical
properties of liquid sodium the transducer was installed at the outer channel wall.
Therefore, an excellent wetting of the liquid metal at the inner surface of thewall is
required to get a small acoustic impedance at the interface steel - liquid metal.

e Availability of tracersin the flow: The sensitivity and accuracy of the method depends on
the occurrence of flow tracers reflecting the ultrasonic beam. If the amount of naturally
existing impurities is not high enough, additional scattering particles have to be added to
the flow.

3. Measur ements of two-phase flow parameters
3.1 Resistance probes

The single-wire resistance probes are local sensors to measure the local void fraction well-
known from the applications in ordinary two-phase flows (see Jones & Delhaye [7], Prasser
[8]). Thereis an electrically conducting tip (Cr/Ni wire, & 0.1 mm) in direct contact with the
liquid metal. The probe is supplied with an alternating current (1-10 kHz), which resultsin an
electric current flowing from the probe tip to the cladding pipe acting as the other electrode.
The gas contact at the sensitive wire is detected by an interruption of the current. Due to the
huge differences in the electrical conductivity between the gas and the liquid metal we obtain
very sharp signals easy to evaluate by a threshold method.

An extensive survey about a number of two-phase flow measurements carried out by several
kinds of local sensors characterised by different tip sizes and probe shapes is provided by
Cartellier & Achard [9]. As a rough estimation it may be generalised, that bubbles with a
minimal size being about 10 times higher as compared to the probe wire can be detected by
the sensor. In our experiments single-wire conductance probes with wire diameters of 25 um
and 100 um have been used.

Double-wire resistance probes have been used to measure gas velocity and bubble size by
detecting the time delay of the bubble contact between two wires arranged closely together in
flow direction. But, such a sensor configuration enhances seriously the tip size of the probe. In
fact, reliable measurements of bubble diameters less than 1 mm by means of loca
conductance probes have to be considered as doubtful. Despite of measuring errors of bubble

51



velocities and chord lengths up to about 20 % for bubble diameters of a few mm also
measurements by means of double-wire probes provide useful information about the structure
of the two-phase flow.

a) Ha =300, N =10 b) Ha =845, N =77

c) Ha = 1505, N = 244 d) Ha = 2410, N = 625

N B-field direction —

e) Ha=2710, N =790

Fig. 6: Local distributions of the void fraction a [%] in aturbulent sodium channel flow
exposed to atransverse magnetic field (Re = 9300)

Figure 6 shows some representative isoplots of the void fraction distribution in the cross
sectional area of a MHD channel flow obtained at different Reynolds numbers and different
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values of the magnetic field by Eckert et al. [10]. In the case of atransverse field direction an
anisotropic distribution is observed indicating the existence of quasi-two-dimensional vortices
astypical for turbulent MHD flows.

3.2 X-ray measurements

A direct observation of gas bubbles in non-transparent liquid metals is impossible by optical
means. Despite of the substantial technical effort, the use of high energy radiation allows also
investigations of liquid metal two-phase flows. X-ray measurements can be used to directly
observe gas bubbles rising in liquid metals. However, due to the high attenuation in the liquid
the experiment is restricted to narrow flow domains. The thickness of the fluid, which can be
screened by X-ray, depends of the atomic number of the liquid metal.

Experiments with mercury and InGaSn, respectively, have been performed at the X-ray
facility of the FZ Jilich. A 450kV industrial X-ray tube was employed for the inspection of
liquid metal contained in rectangular cell made from Perspex. A sketch of the experimental
configuration is depicted in Figure 7. For a detailed description of the experimental technique
the reader is referred to Stechemesser et a. [11]. Flow sequences were recorded in mercury
layers with a depth of 6 mm at 450 kV and 10 mm for InGaSn at 147 kV. Experiments with
InGaSn would alow an enlargement of the fluid domain, whereas for mercury the limit has
been reached. The resolution of the X-ray screening technique is restricted to a bubble
diameter of about 1 mm. The decrease of the X-ray absorption inside the liquid volume due to
smaller gas bubblesis not sufficient to produce a corresponding image with areliable contrast.
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Fig. 7. Experimenta configuration of the Fig. 8: Gasinjection through a nonwetted
X-ray screening technique sintered metal tube into mercury
(observed by X-ray technique)

The features of a gas injection into mercury by means of miscellaneous gas injectors for the
case, if the surface of the injector is not wetted by the liquid metal, has been demonstrated
[12]. Among other types of gas injectors a bent stainless steel tube has been used completed
with a sintered metal body at the end having a mean pore diameter of 4 um. The gas flow can
escape from the injector only at the upper surface. Nevertheless, it becomes obvious in Figure
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8 that instead of a bubble formation directly at the end of the pores, a gas layer is growing
around the injector until the buoyancy force will be high enough to promote the release of
particular, large bubbles. However, in this situation the size of the generated bubbles does not
depend on the typical diameter of the injection pores.
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RESULTS OF THE FIRST RIGA DYNAMO EXPERIMENT

Frank Stefani, Gunter Gerbeth and Thomas Gundrum

1. Introduction

The investigation of homogeneous fluid dynamos where a magneticHisldreated solely

out of the kinetic energy of some fluid flow is crucial for the understanding of cosmic
magnetic fields. During the last decades, enormous progress has been made concerning the
analytical and numerical treatment of the induction equation (which directly results from
Maxwell’'s equations and Ohm'’s law)
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for kinematic dynamo models (with conductivily and a pre-given flow velocity ) and,
partly, of the coupled system of induction equation and Navier-Stokes equations including the
back-reaction of the Lorentz forces on the flow velocity.

Only recently, expensive numerical simulations of the earth dynamo [1] have attracted much
attention as they showed some realistic features of the earth magnetic field, e.g., a reasonable
relation of magnetic and kinetic energy, a quite realistic spectrum of the mean-square field
intensity and, most spectacular, the possibility of magnetic field polarity transitions. It should
be noticed, however, that in those numerical simulation some numerical trickery (use of hy-
perdiffusivity etc.) was necessary and that the incorporation of more realistic parameters
(especially, of a much smaller magnetic Prandtl number) would even increase the numerical
costs dramatically.

As for experiments on dynamo action, at present there are activities at several places in the
world (for an overview, see [2], and for a recent additional approach [3]). These experimental
approaches differ widely in the vessel geometry, the flow topology and the technical realiza-
tion of the forcing. All experimental settings are rooted in some well-studied theoretical dy-
namo models, and the main purpose of those experiments is to show magnetic field self-
excitation at all rather than to establish a realistic experimental modelling of, say, the earth
dynamo (whatever some public statements on the ,ultimate” goals of those dynamo experi-
ments are suggesting). Apart from the experimental verification of self-excitation, present
dynamo experiments will at best provide some insight into the non-linear regime and in
MHD-turbulence. Only future work can show whether such interesting effects like mode-
switching or polarity reversals of the magnetic field can be studied in liquid metal experi-
ments.

This report is intended to give a short overview about the results of the first experiment which
was carried out at the Riga dynamo facility during November 6-11, 1999. Concerning the long
history of planning and optimizing this experiment we refer to [4,5] and for some additional
numerical predictions to the report [6] in order to avoid any undue redundancy.
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2. The Riga dynamo facility

Tracing back in its main idea to a paper of Ponomarenko [7], the Riga dynamo experiment
strives to show magnetic field self-excitation in a very simple flow topology. In a central spi-
ral flow (with a velocity up to 15 m/s) the magnetic field is amplified by stretching field lines.

A coaxial back-flow is responsible for positive feed-back. A surrounding region with sodium

at rest decreases the Ohmic losses and thus yields to a lower critical value of the magnetic
Reynolds numbeRm= y,o Lv, whereL andv are typical length and velocity scales of the

flow. The whole facility with the motors, the propeller, the storage tanks and the positions of
the magnetic field sensors is depicted schematically in Figure 1.
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Fig. 1. The experiment: 1-Two motors (55 kW), 2-Propeller, 3-Spiral flow, 4-Back-flow, 5-
Sodium at rest, 6-Sodium storage tanks, *-Flux-gate sensor, x-Six Hall sensors
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Given the limited power resources, the main problem of the described experimental dynamo
approach lies in the sensible dependence of the critical magnetic Reynolds number on the
shape of the axial and the azimuthal velocity components. In a long iterative process of ana-
lytical and numerical velocity profile optimization, pump design (including the installation of
guiding vanes in front and behind the propeller, which are not shown in Figure 1) and flow
measurements the whole device had been tailored up to a point that self-excitation seemed to
be reachable in a sodium experiment [5,6].

3. Results of the experiment

The experiment started with filling sodium from the tanks into the facility, heating it up to
300°C and letting it circulate slowly for more than a day in order to assure good electrical
contact with the steel walls. In order to provide optimal conditions to reach the magnetic field
self-excitation it was obvious that any Ohmic resistance between the stainless steel walls and
the sodium should be avoided, and that a maximal electrical conductivity of the sodium is
desirable. Since the electrical conductivity of sodium decreases with increasing temperature
the main experiment was planned at the lower temperature limit of about 150°C where the
electrical conductivity approaches 4@ S/m. In the meantime, experiments at 250°C and
200°C (with lower conductivities) were carried out in order to collect data on the response of
the dynamo on an applied magnetic field in the sub-critical (or close to the critical) regime.
Unfortunately, during the experiment at about 205°C some technical problems with the seal of
the rotating propeller shaft occurred resulting in the flow-out of a minor amount of sodium.
The safety rules required to stop the experiment at this moment, and the most effective range
of temperature around 150°C could not be reached.

Therefore, the following considerations will be restricted to the measurements at a sodium
temperature around 205°C (depending slightly on the measurement position and the time). For
this temperature (and the corresponding conductivity 6@ 5/m) it was a priori not clear
whether self-excitation could be achieved or not. Therefore, the main purpose of the meas-
urements was to determine the response of the dynamo on an externally applied magnetic field
which was produced by a 3-phase current with variable frequency in a specially designed heli-
cal coil wound around the dynamo module. For the magnetic field measurements two different
concepts were followed. Close to the innermost wall where the magnetic field generation of
the dynamo was expected to be strongest a high temperature flux-gate sensor was positioned.
Outside the dynamo module, at a distance of 10 cm from the thermal isolation, 8 Hall sensors
were located, 6 of them parallel to the dynamo axis at relative distances of 50 cm and two of
them at additional angles. These Hall sensors were mainly devoted to determine the spatial
structure of a possible self-generated field. For the sub-critical regime it was clear in advance
that the information of those sensors could be only of limited use due to the dominance of the
applied field over the amplified field outside the module.

For an excitation frequency of 1 Hz, Figure 2 shows the dependence of the inverse relation of
the magnetic field measured at the inner flux-gate sensor to the current which was applied in
the kick-field coils in dependence of the rotation rate of the propeller.

Between 500 and 1500 rpm a clear increase of the amplification can be observed. This part of

the curve points to a crossing point with the abscissa at about 1700 rpm. Of course, a real
crossing with the abscissa, e.g., an infinite amplification is impossible due to the expected
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back-reaction of the magnetic field on the flow. Nevertheless it is interesting to note that the
curve seems to be expelled from the abscissa above a rotation rate 1800 rpm. Later on, when
comparing the results with the numerical predictions, we will see that this behaviour may have
to do with passing the resonance point of the applied frequency with the eigenfrequency of the
dynamao.
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Fig. 2. Dependence of the magnetic field amplification on the propeller rotation rate for
T=205°C and f= 1Hz.

It should be pointed out that all but the rightmost points in Figure 2 are calculated from nearly
undisturbed sinusoidal magnetic field signals with the same 1 Hz frequency as the kick-field.
The point at 2150 is, however, exceptional as it represents a clear superposition of two signals
with different frequencies. At the inner sensor, this signal was recorded for a period of 15 sec-
onds (starting 12 seconds after the rotation rate had achieved the maximum value). During this
period, 1500 field measurements were carried out. These data are depicted with crosses in
Figure 3a.

After a Fourier analysis of these data which showed two clear peaks around 1 Hz and 1.3 Hz,
an additional non-linear fit was made using the ansatz

B(t) = A exp(p,t)sin@m f, + @) + A, exp(p,t)sin@r f, + @, ) (2

providing the following results for the unknown parameters (the errors are with respect to a
68.3 per cent confidence interval):
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A =(0.476+0.004 mT A, =(0.133+0.00) mT
p, = (-0.0012+0.0003 s* p, = (0.0315+ 0.0009 s"
f, =(0.995+0.00005 s* f, = (1.326+0.00019 s*
@ =-0.879+0.012 @, =0.479+ 0.009

Most remarkable is the slightly positive value pfindicating an additional mode with an
exponential increase in time. The curve (2) is also depicted in Figure 3a and evidently it fits
extremely well into the data. Figure 3b shows the decomposition of (2) into the two signals
with different frequencies.
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Fig. 3: Measured magnetic field at the highest rotation rate of 2150 rpm. Data and fitting
curve (a). Decomposition of the fitting curve into two signals with different frequen-
cies.

Unfortunately, during the experiment an on-line visualization of the magnetic field signal was
only possible for two of the eight Hall sensors outside but not for the inner sensor. For that
reason the signal in Figure 3a was identified only in the post-processing of the data. Of course,
the identification of the self-exciting magnetic field mode with 1.3nthout any additional
kick-field would have been more convincing. But at the highest rotation rate of 2150 rpm the
kick-field current was not switched off.

This was only done when the rotation rate had decreased again to 1980 rpm. After switching
off the current the magnetic field decayed slowly. Figure 4 shows the corresponding signals
for the six outer Hall sensors (the signal at the inner sensor was very similar). The signals
have a frequency of =1. Hz and a decay rate (negative growth rate)pof 0. s*.3t

should be noticed that the observed decay time is much longer as for the case when sodium is
at rest or slowly moving. For that case, the magnetic field signals disappeared after a few hun-
dred milliseconds after switching off the applied current.

59



T T T

0.02 r at0.85m —- S .
at1.35m Yoo
0.015 at1.85m e
0.01 i R 8
— X\\ ¢ % X D% A
E 0005 [,y u Juoed % 5o ]
e Vi e A 04wy, KO YaBy % HRxx B, [ g ew P
— ) * >7< \ / * [\ & / X \X ¥'¥D§SZ A pa ’%¥\XD *’*»;\X %) o
m 0 B I s é A S N 7 TN X Rt X X E RN
‘\ N | X i iﬁ X D\% N XDX§€*’ o W [EEVANANY
iy LA R R KGR TR X oed [=te
-0.005 * X N [ =1 R N AR _
* §\></ ' ‘x*\x” e X
Y ua

001} . .
-0.015 [ 8

_002 1 1 1 1 1
0 1 2 3 4 5 6

t[s]

Fig. 4. Magnetic field signal at six Hall sensors located outside the dynamo after having
switched off the kick-field current at 1980 rpm.

4. Comparison with numerical predictions

As the numerical work in connection with the Riga dynamo experiment was rather devoted to
the optimization of the velocity profiles (in the sense of achieving a critical magnetic Rey-
nolds number as low as possible) and to the computation of the eigenmodes and their growth
rates and frequencies than to computation of the response of the dynamo on an applied mag-
netic field a comparison of the measured amplification factors (figure 2) with numerical re-
sults must be postponed to the future. However, as we have the measured frequencies and the
growth rates of the eigenmode of the dynamos for two rotation rates we can compare them
with numerical predictions.

12

0.8

0.6 -

0.4
0.2

-0.2
-0.4
-0.6
-0.8

Growth rate [1/s]

-1.2
-1.4
-1.6

1.8 foi

-2.2
-2.4

14

Prediction for T=200 C ——-- 1.3
Prediction for T=250 C - . 12
Measured at T=205 C o ”

0.9
0.8
0.7
0.6
0.5

Frequency [1/s]

0.4

0.2

0.1

1200 1300 1400 1500 1600 1700 1800 1900 2000 2100 2200
Rotation rate [1/min]

(@)

03 Frlein

Prediction for T=200 C ——--
r Prediction for T=250 C -
Measured at T=205 C o

1200 1300 1400 1500 1600 1700 1800 1900 2000 2100 2200
Rotation rate [1/min]

(b)

Fig. 5: Comparison of measured values with numerical predictions for three different tem-
peratures. Growth rates (a) and frequencies (b).
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Figures 5a and 5b show the numerical prognoses for the growth rates and the frequencies,
respectively, as well as the corresponding measured values for three different temperatures
and the corresponding conductivities. Reminding the simplifications and approximations used
in the numerical calculations which are based on a 2D-code [5] the agreement of the measured
data with the numerical predictions is quite good. In this respect it should be noted that in the
2D-computations the effect of the finite thickness of the stainless walls was not taken into
account. From 1D-calculations it is known that the main effect of these walls is to increase the
critical magnetic Reynolds number by about 7 per cent. This would result in a parallel shift of
the prediction curves in figure 5a and therefore to an even better correspondence with the
measured values.

4. Discussion

Despite a technical problem with the seal, the first Riga dynamo experiment was successful in
that it resulted in the first detection of a slowly growing magnetic field eigenmode. This ei-
genmode was detected on the background of an (amplified) kick-field. Thus, there might re-
main some doubts on whether self-excitation would have been observed also without an ap-
plied field. In this respect, one should notice the linear character of the induction equation as
well as the fact that any non-linear effects due to the back-reaction of the magnetic field were
likely much too small in order to ,trigger” the second mode. Additionally, the convincing cor-
respondence of two measured eigenmode growth rates and frequencies with the numerical
predictions supports the claim that a real self-excitation was observed.

The general concept of the experiment together with the fine-tuning of the velocity profile
[5,6] has proved as feasible and correct. This aspect might be important for the preparation of
other dynamo experiments, too, where a similar sensible dependence of the critical magnetic
Reynolds number on the velocity field can be expected.

For future experiments at a lower temperature it is expected that the critical magnetic Rey-
nolds number can be exceeded by some 20 per cent.
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MAGNETIC FIELD CONTROL OF THE
MELT EXTRACTION PROCESS

Andreas Cramer and Gunter Gerbeth

1. Introduction

Direct extraction out of a crucible is a rapid solidification process for the production of
advanced materials such as intermetallic compound fibres. The main industrial applications
require these fibres to have a maximum diameter significantly below 100 um. Today the me