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Abstract: A review of published work on the physics and modelling of flashing flows is 

presented. The term “flashing” refers to a familiar phase change phenomenon initiated by 

pressure drop. It has gained a great deal of attention due to various industrial safety concerns. 

Nevertheless, knowledge about the involved physical processes such as formation and growth 

of bubbles in superheated liquid, and information for appropriate modelling in practical 

systems is still far from sufficiency. The present work is aimed to provide a brief but 

comprehensive overview of available theoretical models for these sub-phenomena as well as 

general modelling frameworks. This kind of review is necessary and helpful for further 

understanding and investigation of flashing flows in more detail.   

Keywords: flashing flow; nucleation; coalescence and breakup; two-fluid model; poly-

disperse 

1. Introduction 

When liquid is at a temperature above the saturation condition corresponding to its pressure, it 

is superheated. The attainable superheat has a limit, beyond which phase change (vaporization) 

will take place and consequently the liquid will drop back to the equilibrium (saturation) 

status. A liquid can gain its superheat in two different ways: being heated or depressurized, e. 

g. from state A’ to B or from A to B in Fig. 1(a). Vaporization taking place under 

depressurization conditions is often referred as flashing or cavitation.   

 

 
(a) 

 
 (b) 

Fig. 1 (a) P-T diagram of saturation water (b) P-v diagram of saturation steam 
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The fundamental difference between the terms “flashing” and “cavitation” is the temperature 

(or pressure) level, at which they are taking place [1]. Cavitation occurs at a relatively low 

temperature (or pressure), e.g. the region I in Fig. 1(b), where vapour density is low and small 

superheat is enough to initiate and maintain the vaporization process. Bubble expansion is 

mainly controlled by mechanical non-equilibrium (pressure difference across the interface) 

while thermal effects are negligible. In contrast, flashing of hot liquid is more like a boiling 

process, which is characterized by high thermal non-equilibrium (temperature difference 

across the interface). In this case, bubble growth rate is limited by interphase heat transfer rate 

instead of mechanical expansion. This mechanism is relevant in high temperature (or pressure) 

situations, e.g. the region II in Fig. 1(b). In the reality, mechanical and thermal non-

equilibrium exist simultaneously in a depressurization process, while in the numerical 

analysis one of them is often ignored depending on the temperature (or pressure) level. For 

example, the assumption of pressure equilibrium at the interface is frequently adopted in the 

modelling of flashing flow.  

 

In total three types of depressurization can be encountered in a practical fluid system, see Fig. 

2 below. In a flowing system, liquid may experience dynamic pressure drop as the channel 

area increases. A pressure release process happens if the safety valve of a pressurized liquid 

container is opened, cracks or other failures appear in the container wall. Flashing phase 

change phenomenon can also take place along a vertical flow path due to the hydrostatic 

pressure drop (see Fig. 2(c)).  

 

Fig. 2 Various depressurization situations in a fluid system  

Flashing has a fundamental and decisive presence in many industrial and technical 

applications or scenarios. As examples one can mention 1) flow through cracks, nozzles, 

valves and orifices [2, 3]; 2) hypothetical loss-of-coolant accidents (LOCA) of pressurized 

water nuclear reactors or blowdown through a horizontal pipe [4]; 3) flashing-induced 

instability in natural circulation systems [5-7];  4) failure of pressurized vessels or pipes 

containing liquefied hazardous gases [8]; 5) flashing fuel spray atomization in engines [9, 10]. 

Under these circumstances, properties of the flashing flow such as discharge flow rates, 

vapour generation rate, void holdup as well as two-phase morphology are of key safety and 

economic importance. All these quantities are substantially influenced by the degree of non-

equilibrium. Flashing phenomena can be classified as internal flashing in channels or external 

flashing such as jet flow, and the liquid can be pure or multi-component. This review work 
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mainly focuses on internal flashing of pure liquids. In addition, the level of superheat at 

flashing inception may influence the vapour generation and expansion scenario.  

 

Since the middle of last century there have been many theoretical and experimental studies on 

the two-phase flashing flow owing to great concern about nuclear safety. Nevertheless, in 

theoretical studies, simplifying empirical assumptions usually have to be adopted due to the 

complexity of the phenomena. The degree of non-equilibrium is only partially accounted for, 

or neglected fully. Therefore, the general validity of available methods is largely limited. 

There exists a need to develop more accurate and phenomenological models to compliment 

advances in CFD (Computational Fluid Dynamics). In addition, the vast majority of efforts 

have been conducted on sub-cooled boiling on heated walls, which have to be evaluated or 

updated for the description of adiabatic flashing flows. In this work, a literature survey on the 

subject of physics and modelling of flashing flow is presented. At first, the physics of 

underlying phenomena as well as corresponding correlations are introduced. Then, existing 

work on the modelling of flashing two-phase flows is reviewed. Discussion on the necessity 

and possibility of further improvement completes the paper.  

2. Underlying physics and theoretical models 

In comparison to single-phase flow or two-phase flow without mass and heat transfer, boiling 

flow is apparently much more complicated from the physical point of view. One of many 

challenges is to understand the mechanism of bubble formation in pure liquid and to describe 

the transition from pure liquid to vapour-liquid mixture, i.e. flashing inception.   

2.1  Flashing inception 

Flashing inception appears when the superheat limit is reached. The maximum degree of 

attainable liquid superheat or pressure undershoot determines the intensity of subsequent 

boiling process and void fraction development. It is therefore important to predict it correctly. 

There are three definitions for the superheat limit of a practical system. It can be defined 

theoretically from either thermodynamic principles or kinetic considerations [8]. The 

thermodynamic limit is the boundary of absolutely instable states. It is called spinodal curve, 

see Fig. 3(a), within which infinitesimally small fluctuations will inevitably lead to phase 

separation. For a pure liquid, the thermodynamic limit of superheat is defined by states for 

which: 

 

0
T

P

V

 
 

 
.                                                                                                                                (1)             

 

In principle, the thermodynamic limit can be determined rigorously by using Eq. (1) together 

with an equation of state. Many researchers have tried this approach such as [11, 12]. The 

main difficulty encountered here is that no satisfactory state equations applicable in the 

superheated liquid (metastable) region exist [8, 13].  

 

Furthermore, Eq. (1) defines only a fictional limit that could never be verified experimentally, 

because the liquid always begins to flash before it reaches this limit. Therefore, it is often 

replaced by an empirical kinetic homogeneous nucleation limit, which can be observed 

experimentally. Lienhard and Karimi [12, 14] have shown that the two limits lie very close to 

each other, see Fig. 3(b).  
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Fig. 3 Spinodal curve and attainable superheat limit of water 

However, the homogeneous nucleation limit can only be reached under carefully controlled 

laboratory conditions, e.g. pure substance, perfectly clean vessels and no wall effects. In most 

practical circumstances these ideal conditions cannot be met and the metastable liquid will 

undergo phase change before it reaches the homogeneous nucleation limit. In this case, 

nucleation occurs around pre-existing nuclei or gaseous seeds such as dissolved foreign gases 

or poorly wettable cavities on solid surfaces, which are distributed randomly and non-

uniformly. This flashing inception mechanism is called heterogeneous nucleation. The 

threshold determined by the heterogeneous nucleation is symbolically represented by the red 

dash line in Fig. 3(b), which is much lower than the homogeneous one. Therefore, only 

heterogeneous nucleation is discussed in the modelling part below. 

2.2 Nucleation modelling 

Bubble number density is one of the most important parameters in bubbly two-phase flow 

systems, since it determines the mean bubble size and the interfacial area concentration. 

Nucleation is one of the phenomena that affect the budget of bubble number density. The 

nucleation process is often depicted in three ways, i.e. by homogeneous “seeding”, a “step” 

function or additional “nucleation” models, see Fig. 4(a) ~ 4(c). 

Flow Direction 
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Fig. 4 Approaches used for modelling of the nucleation process 
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Along the flow direction, four zones can be distinguished:  

Zone I: sub-cooled liquid 

Zone II: superheated liquid (metastable) 

Zone III: nucleation (non-equilibrium)  

Zone IV: equilibrium  

The Zone II / Zone III and Zone III are neglected in the modelling approaches of (a) and (b), 

respectively. 

2.2.1 Homogeneous “Seeding”  

It is assumed that sub-cooled liquid is “seeded” homogeneously with a certain number of tiny 

vapour bubbles (see Fig. 4(a)). They will start to grow as soon as the liquid becomes 

“saturated” (P=Psat(T0)) and correspondingly vapour volume fraction starts to increase as a 

result of phase change. The mean bubble diameter increases according to the following 

relation: 

1/3

6
b

b

d
N





 
  
 

,                                                                                                                          (2)             

where α is the vapour volume fraction. 

This method avoids modelling the stochastic distribution and activation of nucleation sites. 

Due to the simplicity it has often been adopted in the modelling of flashing flows. For 

example, a value of 10
9 

~ 10
11

 m
-3

 was used in [15-18] for the critical flow problem of water-

steam mixtures, while Laurien [19] assumed Nb=2x10
6
 m

-3
 for the CFD simulation of flashing 

phenomena in pipe elbows. The value was found to be strongly affected by the initial liquid 

temperature [8]. It is worth noting that an equivalent method by prescribing the bubble 

diameter db instead of Nb has been more frequently employed such as in [20-22]. In spite of 

that fact Laurien [19] suggested that the former is more close to the physical picture of 

flashing or boiling phenomena, since it allows bubbles to grow. 

Besides a strong dependence of the results on the presumed Nb (or db), one major limitation of 

the method is that it is incapable of capturing the metastable and non-equilibrium stages, 

namely the zone II and zone III. On the other hand, the width of the metastable zone has been 

shown to have a significant effect on the intensity of subsequent boiling, since it determines 

the maximum superheat degree at flashing inception.  

2.2.2 “Step” function 

The second method attempts to determine the low border of the metastable zone, i.e. the 

nucleation limit (see Fig. 3(b)), by introducing an empirical correlation for the flashing 

inception pressure PFI. As the superheat threshold is reached, bubble number density increases 

rapidly from a negligibly low value to a maximum value by assuming that almost all 

nucleation sites are activated at this moment. The flow develops suddenly from single-phase 

to homogeneous two-phase. In other words, nucleation takes place only in a quite narrow 

zone, which can be treated as a point/line/surface respectively in a 1D/2D/3D case. This 

treatment is obviously too arbitrary, since it is not clear how wide is the nucleation zone in a 

certain flashing flow [23]. Furthermore, it should be case-dependent, e.g. depending on 

surface conditions, liquid properties, depressurization rate, and so on.  
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Based on the classical homogeneous nucleation theory [24, 25], a semi-empirical correlation 

for the pressure-undershoot (Psat-PFI) was derived by Alamgir and Lienhard [26].  

 

1/2

3

2

16

3 1

FI sat FI

B c l g

P P P
Gb

k T



 


 
 
    
  

  
  

,                                                                          (3)             

where kB, Tc, υl, υg, Gb, φ are Boltzmann constant, critical temperature, liquid and vapour 

specific volume, Gibbs number and heterogeneity factor, respectively. The ratio of Gb/φ at 

the flashing inception position is obtained empirically: 

  
 28.46 0.8

28.2 5.8

0.1058 1 14 'r

Gb

T




  
,                                                                                                (4)             

where Tr=Ti/Tc is the relative temperature and Σ’ is the static depressurization rate. The data 

used to derive the correlation are in the range:  

50.62 0.935,  405.3MPa s ' 1.82689 10 MPa s     rT . 

The Alamgir and Lienhard correlation has been widely adopted for example in [23, 27-30] 

and successfully modelled transients with high depressurization rates and stagnation 

conditions. It was extended by Abuaf [27] and Jones [31] to flowing systems by considering 

the convective and turbulence effects. Schrock and his co-workers [30, 32-33] modified the 

correlation by introducing a multiplication factor, which was correlated in terms of Reynolds 

number and sub-cooling Jakob number. According to Lee and Shcrock [33] the fact that the 

modification factor has a value significantly less than unity indicates an important role of 

heterogeneous nucleation in wall cavities in addition to homogeneous nucleation. Finally, 

they proposed a cavity flooding incipient flashing model. A slightly modified relation was 

developed by Levy and Abdollahian [34] based upon the experimental data of Reocreux [35] 

and Zimmer [36] for nozzle flow. 

A further empirical correlation was developed by Bartak [37] and later employed in [38], 

which has the same form as Eq. (3) with the exception of 

 011 0.0274 0.3710 36 '
TGb



    ,                                                                                                        (5)             

and the initial temperature T0 instead of the critical one Tc. 

It is valid for the range: 

o 5
0100 300 C,  400MPa s ' 2 10 MPa s     T . 

Elias and Chambre [39] presented a theoretical model for the maximum pressure undershoot 

based on asymptotic analysis of the mass and energy equations at the flashing inception point.  

 

234

3 3
0

4 ' 1 3

3

mc

M m msat

c e

V C AP

 

   

  
    

    

,                                                                                 (6)            

where VM is the volume of a vapour molecule.  
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The model was shown to be applicable for both static and flow systems, low and high 

decompression rates. At low decompression rates, the heterogeneity effect becomes 

significant, which is reduced with an increase in decompression rate. 

The normalized pressure-undershoot is defined as: 

sat FI
m

sat

P P

P



  .                                                                                                                            (7)            

The coefficient c is given by  

 

3

22
0

16

3 1sat g l

c
T P



 



,                                                                                                               (8)            

and β by 

 
 

lg

2

h g l l g

sat h l P

a h

P a a

   




 



,                                                                                                          (9) 

where ah and aP are the partial derivatives of the liquid density with respect to enthalpy and 

pressure, respectively. 

The function A(θ) is defined as 

 
2/3

0

43

4 2

g satM

l W B

PV
A

m k T

 


  

 
  
 

.                                                                                               (10) 

According to Eq. (6) the pressure undershoot is a function of three independent variables, T0, 

Σ’ and the heterogeneity factor φ. An empirical correlation for φ was derived from 

experimental data for various liquid temperature and decompression rates.  

Nevertheless, the premise for the application of above models is that both the local real 

pressure and the saturation pressure corresponding to liquid temperature have to be known. 

That means that either the saturation pressure is assumed constant spatially and temporally, or 

the functional dependence of saturation pressure on local temperature is implemented.  

Furthermore, the pressure-undershoot can be transformed approximately to liquid superheat 

through the linearized Clausius-Clapeyron equation 

 
 

lg

, ,

( ) ( )
( ) 1 1

sat FI FI FI sat FI

sat FI g sat l sat

h
P T P T T P

T P  
   


.                                                   (11) 

2.2.3 “Nucleation” model 

The last method attempts to describe the non-equilibrium nucleation zone by introducing a 

nucleation model, see Fig. 4(c). It is most close to the physical picture, but needs reliable 

constitutive relations. Three types of nucleation mechanisms are present in a flashing process: 

bulk homogeneous, bulk heterogeneous and wall nucleation. As mentioned previously, 

homogeneous nucleation occurs at a much higher superheat level than that observed in 

experiments (see Fig. 3). In the following, attention is paid to heterogeneous nucleation 

models including bulk and wall.  
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2.2.3.1 Bulk heterogeneous nucleation 

In general, there are two kinds of models for the description of this mechanism. The most 

popular one is to modify the classical homogeneous nucleation theory, and the other one is to 

presume a Probability Density Function (PDF) of nuclei in the bulk.  

Modified homogeneous nucleation models 

It is believed that heterogeneous nucleation in a flashing process is of the same nature as 

homogeneous volumetric nucleation [26, 40]. Both of them are triggered by local 

thermodynamic state fluctuations, but the onset of nucleation in the flashing process occurs 

within the near-wall liquid volume. Due to the intervention of the walls, the activation energy 

for the nucleation sites is much lower. According to this theory, the nucleation rate per unit 

volume can be computed based on the classical theory, i.e. 

 , 0 0

0

exp exp cr
het B

B

W
J J Gb J

k T

 
      

 
 ,                                                                           (12)             

where the heterogeneity (or work reduction) factor φ is smaller than unity. Empirical 

correlations relating φ with other relevant parameters such as liquid temperature and rate of 

depressurization were proposed by some researchers, e.g. Alamgir [26], Elias [39]. In contrast, 

φ is treated directly as an overall adjustable constant in the work of Valero and Parra [41] and 

Rohatgi and Reshotko [42]. 

The critical work in Eq. (12) required to create a vapour bubble of the critical size, Wcr, is 

given by  

 24

3
cr crW R .                                                                                                                        (13)             

The critical size for a bubble to grow continuously in superheated liquid is  

   0 , ,

2

1
cr

sat l g sat l sat

R
P T P



 


   

.                                                                                      (14)   

Since liquid superheat instead of pressure undershoot is used frequently for the characterizing 

of the flashing process, Eq. (14) is often reformulated by applying the linearized Clausius-

Clapeyron equation.   

    , ,0 lg , ,

2 1 1

1

sat
cr

g sat l satsat g sat l sat

T
R

T T h



  

 
      

.                                                                (15)   

When ρg,sat<< ρl,sat, it is simplified as: 

 0 lg ,

2 sat
cr

sat g sat

T
R

T T h







.                                                                                                         (15’) 

The exponential term in Eq. (12) is universal, which has been retained in all subsequent 

models in this category. The major difference between various theories lies in the evaluation 

of the pre-exponential factor J0. The general form for the factor J0 is [8] 

0 'sJ N B  .                                                                                                                             (16)   
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Herein Ns is the effective number density of heterogeneous nucleation sites, which is not 

completely determined and may also depend on the contact angle between liquid and solid 

impurities. However, for simplicity, Ns is often assumed to be equal to the number density of 

liquid molecules, NM, and not affected by the heterogeneity [41, 43]. On the other hand, in the 

work of Rohatgi and Reshotko [42] and Ardron [44] this parameter was treated as an 

adjustable constant. In principle, the heterogeneous nucleation rate of combined processes 

such as dissolved gases and solid impurities can be described provided a suitable choice of Ns 

and φ is made. 

For the determination of the rate of molecular interactions, B
’
, the following expression is 

well-accepted [45]: 

2
'

W

B
m B




 ,                                                                                                                         (17)   

where mW is the mass of a single molecule, and the coefficient B is given by 

 
2

1
3

l satB P P   .                                                                                                                  (18)   

As the value of Pl/Psat varies from 0 (thermal equilibrium) to 1 (mechanical equilibrium), B 

will change from 2/3 to 1. According to Blander and Katz [45], it is usually equal to 2/3, but 

for cavitation B=1. 

According to Riznic [46], the heterogeneous theory based on Eq. (12) yields extremely high 

liquid superheats for water, especially at lower pressure. The possible reason as stated by 

Skripov [40] is that the classical theory itself is not applicable to water at P<0.5 Pcr. 

Presumed PDF function 

A novel method based on statistical theory was presented in [47]. It is supposed that bubbles 

formed on nucleation sites in the bulk have a normal size distribution, i.e. 

 
 

2

max

max 22
, , exp

22

s
b

r rN
n r r 



 
  

 
 

.                                                                             (19)   

Herein   is the standard deviation and r the nucleation site radius. The maximum radius of 

the normal distribution, rmax, is assumed to be the critical radius corresponding to the flashing 

inception pressure: 

max

2

sat FI

r
P P





.                                                                                                                       (20)   

The total number density of sites, Ns=10
8
 m

-3
 and ϑ=0.5 was used by the authors. 

Finally, the bubble density at the certain moment of time generated by nucleation is obtained 

from the shaded area under the distribution curve, see Fig. 5. 
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Fig. 5 Normal size distribution of the nucleation sites 

The critical bubble size is given by Eq. (14) or Eq. (15). 

2.2.3.2 Wall nucleation 

Besides bulk nucleation, nucleation on the vessel wall is acknowledged as a predominant 

source of bubbles even under adiabatic wall conditions. The relative importance of the two 

mechanisms depends on the wall features, liquid properties, pressure level as well as 

depressurization rate. Models have been developed for both smooth and non-smooth solid 

walls. 

Smooth wall 

A well-accepted model was proposed by Blander and Katz [45], which is a modification of 

the bulk homogeneous nucleation expressed in Eq. (12): 

2/3

h ,

2
exp cr

et W s

W B l

W
J N S

m B k T



 

 
     

 
,                                                                             (21)             

where S is a geometrical factor 0.5(1+cosθ). The exponent 2/3 of Ns is introduced to consider 

number density of liquid molecules at the surface instead of in the volume. The heterogeneity 

factor φ is related with the contact angle between the liquid and the solid wall θ: 

 31
2 3cos cos

4
     . 

  (22) 

Note that the parameter S in Eq. (21) decreases while the square root and exponential term 

increases as the contact angle θ increases. In addition, as pointed out by Deligiannis and 

Cleaver [48], it is hardly possible to specify a priori for θ even for most ideal conditions. The 

agreement with experiments depends on careful choice of the parameter. 

Furthermore, the model was found to create large numerical instabilities by Marsh and 

O’Mahony [49] in their CFD simulation of nozzle critical flow and flashing slurry 

applications. Consequently, they had to modify the correlation as: 
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 

2/3

h ,

2 '
expet W s n

W sat l

J N S
m B T T

 



 
   

  

,                                                                        (23)             

with two new adjustable parameters φ’ and n.  

In summary, the predictive ability of above models is limited greatly by the uncertainty in the 

choice of nucleation site density, Ns, heterogeneity factor, φ, or the contact angle θ. In most 

cases, the value of the heterogeneity factor is found to be significantly less than unity, e.g. 

φ=5x10
-6

 by Rhohati and Reshitko [42] and φ=0.055 to 2x10
-7

 by Alamgir and Lienhard [26]. 

It implies that the true physics of nucleation is gas/vapour trapped in wall cavities rather than 

molecular fluctuations in the superheated liquid [50].  

Non-smooth wall 

Kottowski [51] tried to describe cavity nucleation on non-smooth wall by using the Blander 

and Katz [45] model, but with a modified heterogeneity factor:  

    31
2 3sin sin

4
        

, 
(24) 

where β is the half angle of the cavity, see Fig. 6. 

 

Fig. 6 Vapour embryo in a conical cavity at heated and adiabatic wall [52] 

However, the more general way is to make an analogy to nucleation on heated walls. Since 

the mid of last century numerous experimental and theoretical efforts have been invested in 

the study of nucleation in cavities on heated walls [53-59]. According to Riznic [46] these 

correlations in principle can be generalized for adiabatic flashing flow if an appropriate 

superheat is introduced. The argument was supported by Kolev [60], who insisted that boiling 

and adiabatic flashing be driven by the same physics. For a vapour embryo captured in a 

conical cavity at the heated wall, energy required for its growth comes from the hot wall, i.e. 

the effective superheat Tsup=TW-Tsat. In contrast, for the adiabatic case, the wall and vapour 

embryo is often assumed in thermal equilibrium. The growth of vapour embryo is kept mainly 

by heat infusion from surrounding liquid, therefore Tsup=TL-Tsat. The liquid temperature 

profile in case of boiling and flashing is sketched in Fig. 7(a) and 7(b), respectively. 
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(a) boiling 

                                      

 

 

 

 

 

 

 

 

 

 

 

 

(b) flashing 

 

Fig. 7 Temperature profile in boiling and flashing [61] 

Three representative models have been proposed or modified for the application to flashing 

systems.  

(a) Riznic model 

In his 1D analysis Riznic [46] extended the relation of Kocamustafaogullari and Ishii [57] for 

boiling to flashing conditions. Satisfactory agreements were obtained for two steady-state 

experiments of critical flow in nozzles [35, 62].  

The nucleation rate per unit area of the wall is computed as: 

h ,et W aJ N f  ,                                                                                                                         (25)             

where Na is the activated nucleation site density per unit area on the wall. It is expressed as 

follows: 

 
 

4.4

2.4 *0.002244 sat
a d

l sat g lg

T
N D

T T h








  
  

  

.                                                                   (26)             

It is worth mentioning that the equation (23) in original paper is erroneous, which can be 

easily judged from dimensional analysis.  

The property function   is correlated in terms of the density ratio as 

 
3.12 4.13

* 72.157 10 1 0.0049
g g

 


 




    

         
   

.                                                               (27)             

The bubble departure diameter Dd is calculated based on the modified Fritz [63] 

0.9 0.5

52.64 10d

g

D
g

 


 


   

         

,                                                                                      (28)             

where θ is the contact angle in degrees (see Fig. 6). 
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The departure frequency f is estimated by using the expression given by Zuber [64]: 
0.25

2

1
1.18

 



 
  

 l d

g
f

D
.                                                                                                     (29)             

As one can see, the bubble departure diameter and frequency depends on the contact angle 

and properties, while Na additionally on the degree of superheat, ΔT=Tl-Tsat. 

  
 

Fig. 8 Bubble departure diameter, frequency and activated nucleation site density predicted by 

the Riznic model 

 

From Fig. 8 one can see that the departure diameter and activated nucleation site density 

increases with an increase in the contact angle θ while the departure frequency decreases. 

Both departure diameter and frequency decrease as the pressure level is enhanced. However, 

the activated nucleation site density increases with both pressure level and superheat degree. 

(b)  Kolev model 

 

Kolev [60] calculated the nucleation rate at the wall by considering the heat transfer between 

superheated liquid in the bulk and the liquid in the boundary layer.  

 

Nucleation rate per unit surface area is computed from 

h , 3

6 W
et W

g d

J
D 


 ,                                                                                                                     (30)             

where ГW is the vapour generation rate on the wall. It is determined by the heat flux from 

liquid to the wall, 

W

lg

q

h
  .                                                                                                                                 (31)       

The heat transfer from superheated liquid to the wall is caused by boundary layer turbulence 

due to bubble growth and departure.       

 

(c) Jones model 

 

Unlike Riznic [46] and Kolev [60], Shin and Jones [61] argued that nucleation in sub-cooled 

wall boiling and in flashing has different nature and requires separate considerations. The 

correlation of Kocamustafagullari and Ishii [57] for subcooled boiling was found to under-

predict the nucleation rate in flashing systems by Jones and Shin [65]. They proposed novel 

relations for activated nucleation site density, departure frequency and size [66].  
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The nucleation rate is then calculated according to Eq. (25), and the activated nucleation site 

density is given by an empirical correlation: 
2

7

4
0.25 10 d

a

cr

R
N

R

  ,                                                                                                                (32)             

The critical radius is estimated by using Eq. (15’) and the departure radius of a bubble is 

calculated by balancing drag and surface tension forces: 

4l cr
d

W d l

R
R

C

 

 
 ,                                                                                                                 (33)             

By approximating the near wall drag coefficient with the Blasius correlation, Shin and Jones 

[66] obtained the following correlation for pipe flow  

5/7
1/2 7/10 3/10

5/70.58 cr l l
d

l W l

R
R K

  

  

      
       
       

,                                                                     (33’)             

where τW is the wall shear stress. The coefficient K was introduced to consider the decrease in 

drag due to the non-sphericity of the departing bubble but it was taken as unity in all 

calculations by the authors. 

The nucleation departure frequency is estimated by 

 
3

dp l satf C T T   ,                                                                                                                 (34)             

where the constant Cdp=10
4
 [K

-3
 s

-1
]. 

 

Recently, the Jones model was often adopted in CFD work such as [47, 67]. Mimouni et al. 

[68] suggested that their modification for nucleation site density has a generalized formulation: 

  

 
1.8

, ,210a mimouni l sat a jonesN T T N  ,                                                                                       (35)             

 

The dependence of nucleation parameters provided by the Jones model on the pressure level, 

superheat degree and wall shear stress is shown in Fig. 9. One can see that under the same 

pressure and temperature conditions, the departure diameter and nucleation site density are 

clearly smaller in comparison to those obtained in the Riznic model (see Fig. 8). In addition, 

both Dd and Na decrease with an increase in the wall shear stress. Either increasing the 

pressure or the superheat will lead to a decrease in Dd but an increase in Na.  
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Fig. 9 Bubble departure diameter, frequency and activated nucleation site density predicted by 

the Jones model 

 

In overall, both the quantitative and qualitative performance of the existing nucleation models 

deviates from each other substantially. In addition, most models were derived originally for 

one-dimensional applications. The nucleation flux on the wall is often needed to be 

transformed to a volumetric source in the bulk by multiplying the ratio of the perimeter, ξ, to 

the cross-sectional area of the pipe, Sp, i.e. 

, ,het B het W

p

J J
S


  .                                                                                                                    (36)             

However, in a three-dimensional simulation, the transformation should be done by means of 

multiplication by the ratio between the surface and volume of the control volume closest to 

the bubble departure position [69], e.g. the wall.  

2.3 Bubble growth 

The growth of a spherical bubble in an infinite body of superheated liquid is governed by the 

well-known Rayleigh-Plesset equation. Its general form is written as: 

   
22

2

43 2

2

b b b b l b
b

l b l b

P T P t d R dR dR
R

dt dt R dt R

 

 

  
    

 
,                                                        (37)             

where Pb is the pressure within the bubble and P∞ is the external pressure infinitely far from 

the bubble. In the derivation of Eq. (37), spherical symmetry, constant liquid density ρl and 

viscosity νl and uniform pressure Pb and temperature Tb within the bubble are assumed. 

By disregarding the surface tension and viscosity terms on the right hand side, Eq. (37) can be 

simplified as 

   2

3

b bb

l

P T P tdR

dt 


 .                                                                                                     (38)             

If the cooling effect due to evaporation can be neglected and vapour inside the bubble is 

assumed at saturation, we have Tb=T∞=constant and Pb(Tb)=Psat(T∞)=constant. In this case, 

the bubble growth rate is only dependent on the initial temperature and the pressure 

undershoot Psat(T∞)-P∞(t). This kind of bubble dynamics is termed “inertia controlled” bubble 

growth to distinguish it from the “thermal controlled” discussed below. It is the basis of all 

existing cavitation models.  
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Nevertheless, in most circumstances the bulk temperature decreases continuously due to the 

cooling effect of evaporation. If the duration of the process is not extremely short (e.g. ~μs), 

the temperature difference (Tb-T∞) will become significant, and determines the rate of bubble 

growth together with the mechanical tension Pb(Tb)-P∞(t). The temperature distribution in the 

liquid has to be evaluated based on the energy balance, which relates the rate of bubble 

growth or vapour generation to the heat flux at the vapour-liquid interface, i.e.  

1b b

g b g

dR dm q

dt A dt L 
                                                                                                            (39)             

where mb, Ab is the mass and surface area of the bubble, L latent heat, q heat flux supplied to 

the interface from surrounding liquid and internal vapour. Generally, the nonlinear interphase 

heat transfer problem can only be solved numerically. Nevertheless, for some special cases 

analytical solutions can be derived. One well-known example is the asymptotic solution 

obtained by Plesset and Zwick [70], Forster and Zuber [71], Scriven [72] and others.  

 3 l P satb l

g

C T TdR a

dt L t



 

 
 .                                                                                              (40)             

It is derived based on following simplifying assumptions: 

(i) quiescent liquid, i.e. translational motion between bubble and surrounding liquid 

equal to zero, no convection  

(ii) constant pressure field, i.e. Tb = Tsat constant 

(iii) isothermal, uniformly superheated liquid of infinite extent, T∞-Tb constant 

(iv) constant liquid temperature T∞ in the whole domain except in a thin “thermal 

boundary layer” surrounding the bubble, where T∞ drops to Tb, see Fig. 10(a)  

(v) heat transfer from liquid to vapour through heat conduction in the “thin thermal 

boundary layer” 

(vi) inviscid Newtonian liquids 

(vii) during the growth, purely radial and laminar liquid motion  

(viii) … 

Plesset and Zwick [70] demonstrated that the Rayleigh equation, without considering the 

cooling effect caused by evaporation, over-predicts the growth rate of steam bubbles in water 

significantly at around 100 
o
C, see Fig. 10(b). 
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(a) 

 

(b) 

Fig. 10 (a) “Thermal boundary layer” assumption in the derivation of Plesset and Zwick [70] 

correlation; (b) Comparison with the experimental data of Dergarabedian [73] for 1atm water 

and the prediction with the Rayleigh equation 

Based on Eq. (38) and Eq. (40) some general relations were derived, which are applicable to 

both inertia-controlled and thermally-controlled bubble growth, e.g. [74] and [75]. However, 

in practical cases the assumptions assisting the derivation of Eq. (40) are usually not met. In 

addition, the asymptotic solution given in Eq. (40) could result in serve underestimation of the 

heat transfer rate in cases where convection prevails. According to Wallis [76], in most cases 

the convective contribution to heat transfer is dominant in comparison with transient 

conduction. Aleksandrov et al. [77] suggested that the effect of translational motion on bubble 

growth can be accounted for by a factor 

lg lg

1/2

lg

0 0

2
1

3

b b

V V b

V tdR dR

dt dt R 

    
     

     
.                                                                                     (41)             

Here the translational velocity Vlg is constant in direction and quantity. Nevertheless, in real 

situations, the relative motion between vapour bubbles and surrounding liquid is irregular and 

multi-dimensional. Therefore, in most investigations the interphase mass and heat transfer 

problem is solved numerically instead of analytically. 

To evaluate the weight of inertial and thermal effects on the cavitation bubble growth, Kato 

[78] adopted the Jakob number and a non-dimensional time, t
*
, 

   

*

l
l

sat

t
t

a
P T P t



 





.                                                                                                         (41a)             

They suggested that the thermal effect is large at large t
*
 and low Jakob number.  

The non-dimensional temperature drop, termed the B-factor, has often been used for the 

characterization of thermal effect on cavitation dynamics [79].  
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Alternatively, Brennen [80] scales the thermodynamic effect by introducing a purely thermo-

physical quantity ξ. He suggested that the relative magnitude of the inertial and thermal terms 

changes with the time. At the beginning bubble growth is purely inertial-controlled while 

thermal effects become significant after a critical time point tcr, 

   
2

1sat

cr

l

P T P t
t

 

 
  .                                                                                                       (43)             

This implies that the thermal effect is dominant at high temperature, since ξ increases with the 

liquid temperature. For example, under a tension of 10
4
 kg/m·s

2
, the critical time for water at 

20 
o
C is of the order of 10s while for water at 100 

o
C is about 10μs, which is near the lower 

limit of experimental observation. 

It is worth noting that the applicability of all above parameters is severely restricted due to 

simplifications and assumptions involved in their derivation. As a result, in a given case 

judging whether the inertial or thermal effect is negligible or not remains still an open topic.  

The impact of thermodynamic effect on the cavitation dynamics has received much attention 

[75, 81-86]. One usual way is to perform modifications based on the traditional cavitation 

model or the simplified Rayleigh-Plesset equation. For example, Zhang [75] extended Eq. 

(38) by superposing a thermal term linearly: 

     

inertial thermal

2 3

3

sat l P satb l

l g

P T P t C T TdR a

dt L t



  

   
  .                                                          (44)             

In contrast, the impact of the inertial effect under flashing conditions has received little 

attention. In commercial CFD software, it is often assumed that the pressure field is shared by 

all fluids, see Fig. 11(c). In this situation, it is difficult to take into account the effect of 

pressure difference at the interface on bubble growth and vapour generation unless additional 

momentum source terms are added. 

 

 

(a) Mechanical & thermal 

equilibrium 

 

(b) Thermal equilibrium 

 

 

(c) Mechanical equilibrium 

Fig. 11 Assumption of mechanical or thermal equilibrium between bubble and surrounding 

liquid in the modelling 

2.4 Vapour generation rate 

Numerical studies of flashing flows are directed towards the determination of vapour 

generation rate, for which three ways have been employed in the literature. One of them treats 

the transition of the thermodynamic system from non-equilibrium to equilibrium as a 

relaxation process. The two states are bridged by means of an empirical coefficient, i.e. the 

relaxation time. This approach is termed the Homogeneous Relaxation Model (HRM). The 

others are based on the observations of either bubble dynamics or interfacial exchange.  
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2.4.1 HRM model 

The HRM model was first applied to flashing cases by Bilicki and Kestin [87] and has 

subsequently been frequently adopted, e.g. in [10, 88-91]. According to this model, the 

volumetric vapour generation rate can be expressed as: 

, ,

g

P h P h

dx x x

x dt x

    
     

   
,                                                                                         (45)             

where ρ is the density of the liquid-vapour mixture, and x is vapour quality. The partial 

differential 
,P hx




is caused by non-equilibrium effects of the system. The equilibrium quality 

x (P, h) is usually obtained from a look-up table. The instantaneous quality and void fraction 

is related to the density, which is obtained from the solution of the continuity equation, as 

follows: 

g
x




 ,  l

l g

 


 





. 

The most important consideration in using the HRM model is the formulation of the 

relaxation time. A well-accepted empirical relation was presented in [92]: 

0

a b    .                                                                                                                           (46)             

For lower pressures, e.g. P≤10bar, the recommended coefficients are:  

4

0 6.51 10 , =-0.257, =-2.24, and = sat
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P P
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 
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For higher pressures, the values are: 

7

0 3.84 10 , =-0.54, =-1.76, and = ,sat

cr sat

P P
s a b

P P
 
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

 

where Pcr is the critical pressure. 

2.4.2 Bubble growth model 

An alternative method for the estimation of vapour generation rate is from point view of 

bubble dynamics and bubble growth.   

    b b
g g b g i

dV dR
N A

dt dt
.                                                                                                 (47)             

The prerequisite of such an approach is that a reliable analytical expression for the growth rate 

dRb/dt is available. Some typical correlations are presented above in section 2.3 bubble 

growth. Nevertheless, bubble growth in practical superheated flows for example with three-

dimensional velocity and pressure gradients is often sufficiently complex to prevent any 

analytical solution. 

2.4.3 Interfacial exchange model 

The more popular and general approach is to postulate that phase change is induced by 

interphase heat transfer. The vapour generation rate during evaporation is related to heat flux 

via 



20 
 

g i

q
A

L
  ,         (48) 

where q  is the total heat flux transferring from both vapour and liquid to the phase interface, 

and Ai is the interfacial area density.  

For vapour-liquid such as steam-water mixtures under most practical conditions, the 

interfacial heat transfer on the vapour side is usually much smaller (less than 5%) than in the 

liquid phase [93]. Therefore, it is usually ignored by assuming that the temperature is uniform 

inside the bubble and equal to that at the interface, and 

 int
l

l tc l satq q h T T   ,  (49) 

where l
tch is the overall heat transfer coefficient between surrounding liquid and the interface, 

which is always at the saturation condition.  

Therefore, the primary concern in evaluation of vapour generation rate using the two-fluid 

model is to estimate appropriately the heat transfer coefficient on the liquid side. There have 

been a variety of analytical and empirical correlations published in open literature such as [77, 

94-96]. They take into account either the effect of conduction or translational convection, or 

both of them. Almost all of them are limited to isolated small spherical bubbles, which can be 

treated as solid interfaces. The effect of deformation, rotation and interference of bubbles as 

well as turbulence is often ignored. Although few correlations were presented, e.g. by Dobran 

[16] and Schwellnus and Shoukri [97], for the annular flow regime, the mechanism of heat 

transfer between large irregular gaseous structure and surrounding liquid remains still an open 

topic for investigation. A detailed review on the limitation of existing models was carried out 

in our previous work [98].  

In a word, the applicability of the sophisticated method is restrained largely by the reliability 

of closure models representing interactions between the phases. 

2.5 Interfacial area density 

The uncertainty involved in the determination of interfacial area density Ai affects the 

prediction of vapour generation rate as well as other interfacial exchanges significantly. It is 

known that in a gas-liquid flow, not only the size and number density but also the shape of 

bubbles change as a function of gas volume fraction, flow parameters, interface and fluid 

properties. Consequently, the morphology of gas-liquid interface and the flow regime vary 

continuously. In different flow regimes Ai should be computed in different ways.  

The difficulty is that up to now there is no efficient method to capture the dynamic transition 

between flow regimes. Moreover, available models are limited to certain flow regimes, where 

the interfacial morphology is well defined, e.g. bubbly flow (or droplet flow) and annular flow 

(or stratified flow). Little is known about intermediate flow regimes such as churn-turbulent 

flow, bubbly-slug flow, and annular-mist flow.   

In vast majority of theoretical work on bubbly flow or droplet flow, the interfacial area 

density is computed with the assumption of spherical shape and constant size, i.e.  

2 6
4i b

b

A R N
d


  . (50) 

In [16, 17] and [97], the interfacial area density in churn-turbulent flow (αB<α<αA) is 

computed by means of a linear interpolation between the bubbly and annular regimes: 



21 
 

 , ,

,

i A i B

i i B B

A B

A A
A A  

 


  


,  (51) 

where αB=0.3 and αA=0.8 is the gas volume fraction at the upper limit of bubbly flow and the 

start of annular flow, respectively. 

,
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b

A
d
 ,  (52) 

and  

1/2
,

4
i A A

p

A
D

 ,  (53) 

where Dp is the inner diameter of the pipe. 

Wu [23], Saha [99] and Blinkov [66] observed that in their cases bubbly-slug flow prevails in 

the range of α=0.3~0.8. They estimated the interfacial area density for such flow regime as a 

sum of small spherical bubbles and Taylor bubbles, i.e.  

  2/3

1/6
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6 4T T
i

b s p

A
d D

  




  ,  (54) 

where αT is the volume fraction of Taylor bubbles.  

In addition, the effect of nucleation, coalescence and breakup can be taken into account by 

introducing an additional transport equation for the total bubble number density or interfacial 

area concentration directly. More details can be found in the work of [60, 67, 100-102]. 

Nevertheless, as pointed out by Laurien [19], formulations able to take into account the 

spectrum of local bubble sizes, namely poly-disperse approaches (such as MUSIG: the 

Multiple Size Group model), are more close to the reality than the mono-disperse ones.  

The schema of the inhomogeneous MUSIG model is shown in Fig. 12, where the gaseous 

phase consists of N velocity groups and M(=ƩMJ) size groups. In other words, N momentum 

equations and M size fraction equations considering various sub-phenomena such as 

coalescence and breakup are solved. Finally, local mean bubble size is obtained from the size 

fractions.  

 
Fig. 12 Schema of the inhomogeneous MUSIG model [103] 
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Recently, a general relation was proposed by Hänsch [104]. It is an extension of the original 

MUSIG model [103] and expected to be applicable for the whole flow regime from dispersed 

bubbles to continuous gaseous structures. It blends the interfacial area density for the poly-

disperse and the continuous morphology in following way 

  , ,1i morph i bubb morph i contA A A    ,  (55) 

where φmorph is a blending function. The interfacial area density for large gas structure, Ai,cont, 

is determined from free surface and dispersed droplet flow, i.e. 

 , , ,max ,i cont i fs i dropA A A ,  (56) 

where Ai,fs, Ai,drop are the interfacial area density of free surface and dispersed droplet flow, 

respectively.  

3. Modelling of flashing flows 

Since the middle of last century, a significant amount of literature has been published on the 

modelling of two phase mixtures generated by the flashing process. Most studies focus on the 

critical flow problem because of its relevance to the safety of pressurized water nuclear power 

plants. In general, the single-phase Bernoulli equation overestimated the actual critical flow 

rates, while the homogeneous equilibrium ones underestimated them [28]. The vast amount of 

literature can be classified according to various criteria. The current work is focused on two of 

them, i.e. the treatment of interphase non-equilibrium and the level of spatial resolution 

(component-oriented or CFD). 

There are three essential factors that have to be considered in the modelling of flashing 

phenomena [7]: 

1) Pressure dependence on the space and time. It is necessary for the evaluation of the 

fluid thermodynamic properties.  

2) Relative velocity between the phases. It is of great importance for a reliable prediction 

of interphase mass and heat transfer. 

3) Thermal non-equilibrium between liquid and vapour phases. 

Generally, the quantities of interest in the modelling of two-phase flows are: 

1) Void fraction α; 

2) Quality x; 

3) Pressure Pl, Pg; 

4) Velocities ug, u; 

5) Internal energy (or enthalpy) Hg, Hl. 

The quality x can be determined on the basis of the void fraction or vice versa, once the 

pressure and the ratio between the velocities of the two phases are known. Thus the problem 

reduces to a total of seven unknowns. 

Various methods have been employed to model the two-phase flow with different levels of 

complexity. Depending on the degree of simplification, non-equilibrium effects are either 

ignored completely or considered partially or fully, and the number of solved equations 

increases from 3 to 7 correspondingly. Typical models with representative literature are 

summarized in Fig.13 below. Most methods have been implemented in one-dimensional 

system codes. Recently, more and more investigations using two or three-dimensional 

Computational Fluid Dynamics (CFD) have been published, which are highlighted by red 
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colour in Fig. 13. In comparison to the component-oriented approach, the CFD technology 

has the advantage of providing detailed information about the spatial distribution of the 

phases. The state of art of CFD modelling of flashing flows is given in a separate section 

below. 

 
 

 

 

Fig. 13 Classification of models for modelling of flashing flows 

 

The classification of the models is first based on whether thermal non-equilibrium is 

considered or not, and then whether the fluid dynamic behaviour in terms of interfacial 

relative motion is considered or not, i.e. with or without slip. As mentioned above, most of the 

investigations are based on pressure equilibrium and the mass transfer rate is evaluated by 

interphase heat transfer. Nevertheless, there are some exceptions such as [139-141]. These 

investigators applied cavitation models to flashing phase change (or thermal cavitation), 

where the mass transfer rate is evaluated by the bubble radius and the pressure drop across the 

interface. Liu et al. [86] proposed a thermodynamic cavitation model, which is applicable to 

high temperature conditions. In addition, the application of two-pressure two-fluid model to 

flashing flows has been discussed by some authors such as [29] and [93]. It assumes that the 
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pressure inside each phase is uniform up to the interface, where a pressure discontinuity is 

allowed. The model consists of seven balance equations of volume, mass, momentum and 

energy. In Fig. 13 only pressure equilibrium models are summarized. 

3.1 Thermal equilibrium 

Models belonging to this category are characterized by the following local equilibrium 

conditions: 

g lT T .                                                                                                                                   (57) 

This implies that the heat transfer rates are infinite at the interface so that the two phases are 

always in thermal equilibrium. Depending on whether the interphase slip velocity is 

considered or not, the model can be classified further into two branches, i.e. without slip and 

with slip.   

3.1.1 Without slip 

If no slip between the liquid and the vapour phases is considered, there is: 

g lU U .                                                                                                                                  (58) 

With the conditions in Eq. (57) and Eq. (58) the two-phase mixture behaviours like a pseudo 

single-phase fluid. All thermodynamic properties such as density, internal energy, viscosity, 

and thermal conductivity are obtained from interpolation tables or “equation of state”, and 

weighted by the equilibrium quality xe in the usual manner as 

    l e g ly y x y y , (59) 

where y represents a property and the subscripts l, g indicate liquid and vapour phase, 

respectively. 

 

This type of model is called a Homogeneous Equilibrium Model (HEM), i.e. a 3-equation 

model. Due to its simplicity and high computational efficiency the isentropic HEM model is 

the basis of early versions of several system codes such as RELAP. It has been used very 

often in the modelling of flashing phenomena in critical flow, e.g. in [106, 110, 111]. 

However, its restriction is inherent and notorious, which was evaluated in [76] and [142]. In 

principle, it is inappropriate for short flow channels, where the time is insufficient for the two-

phase mixture to proceed to equilibrium, and for cases with large difference in phase 

velocities, e.g. annular flow. For example, the underestimation of critical flow rates for short 

pipes can reach a factor of 1/5. Therefore, more and more investigations focus on methods 

incorporating the non-equilibrium effects. They range from empirical to physically-based 

models. 

3.1.2 With slip 

According to Richter [17] as bubbles grow and void fraction exceeds a value of about 0.3, 

relative motion between the phases becomes important and ignoring it will introduce 

significant errors. The simplest method accounting for the interphase velocity difference is to 

introduce an analytical or empirical correlation for the slip ratio, S, which is termed slip 

model in Fig. 13. Based on the assumption of energy balance and an isentropic process 

Moody [113] derived following expression for S: 
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For non-isentropic flow, Fauske [112] obtained the following slip ratio assuming momentum 

is balanced. 
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(61) 

Practice shows that the Fauske or Moody models compensate for the underestimation of 

critical flow rate by the HEM model using unnaturally high values of slip ratios [28]. A 

further improvement was proposed by introducing an empirical pre-factor, which lies between 

0.5 and 1.0. 

  

In addition, numerous correlations, which are not restricted to critical flow conditions, are 

available for the estimation of local slip ratios such as [115, 116]. 

3.2 Thermal non-equilibrium 

Various experimental studies reveal that the critical flow rate increases rapidly as the pipe 

length reduces. For short pipes the actual flow rates are much larger than the predictions of 

above models. The discrepancy has to be attributed to thermal non-equilibrium effects [28]. 

    

The thermal non-equilibrium between the gaseous and liquid phases is expressed as: 

g lT T .                                                                                                                                   (62) 

As mentioned previously, it is often assumed that the vapour phase always stays at the 

saturation temperature corresponding to the bulk pressure, i.e. Tg=Tsat. If superheated vapour 

is allowed, an appropriate relation for the heat transfer coefficient between the vapour and the 

interface is necessary to ensure the vapour temperature remaining slightly above the 

saturation one [68]. Otherwise, the simulation can lead to unphysical results with subcooled 

vapour. 

3.2.1 Without slip 

Numerous investigations aimed to capture the thermal non-equilibrium effect but not velocity 

difference in the vaporization process. Henry et al. [143, 144] attempted to describe the 

thermal non-equilibrium effect on critical flow rate by introducing a characteristic parameter 

of the system, which was calculated from their experimental studies. Other theoretical models 

shown below can be classified into three sub-categories, namely, boiling delayed model, 

HRM model and mixture model.  

3.2.1.1 Boiling delayed model 

The idea of this type of model has been already discussed in sections 2.1 and 2.2.2 above. It 

suggests that the bubble nucleation begins at a certain degree of superheat in the liquid. The 

delay in nucleation limits the vapour generation rate thereafter. The “pressure-undershoot”, i.e. 

the difference between the flashing inception pressure and the saturation one, is determined 

by simplifying assumptions or semi-empirical relations. For example, Lackmé [145] assumed 

that flashing inception pressure is about 95% of the saturation pressure. This assumption is 

however only reasonable within a narrow range of pressure. More recently, Alamgir and 
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Lienhard [26] and Barták [37] and Elias and Chambré [39] investigated the boiling-delayed 

phenomenon in more detail both experimentally and theoretically. Several models have been 

proposed, e.g. Eq. (3) ~Eq. (10).  

 

In their 1D steady-state simulation, Lee and Schrock [33] first determined the flashing 

inception position using the pressure-undershoot relation. In the region prior to this position 

the standard single-phase equation was used. Beyond flashing inception, two-phase mixture 

conservation equations without interphase slip or any transfer terms are considered. The 

vapour phase was assumed to be saturated at the local pressure, while the liquid phase is 

assumed to be superheated. Properties of the metastable liquid were evaluated by 

extrapolation of the equation of state for subcooled region. As discussed in Section §2.1, 

reliable equations of state for metastable liquid are still missing. Heat transfer from liquid to 

the two-phase interface is accounted for by a liquid superheat relation.  

3.2.1.2 HRM model 

As stated above in the last section, the HRM model attempts to correct the HEM model by 

introducing an empirical thermal relaxation time Θ. It implies that the two-phase mixture is in 

thermal non-equilibrium, which relaxes to its final equilibrium status over the period of Θ. As 

a result, the actual void fraction or vapour generation rate is smaller than that predicted by the 

HEM model. More details and application examples are given in section 2.4.1 and Fig. 13.  

3.2.1.3 Mixture model 

Another representative model assuming mechanical equilibrium is the mixture model. In their 

one-dimensional, transient simulation of flashing flow in nozzles Blinkov [66] solved two 

continuity equations for the mixture and the vapour phase, one momentum equation for the 

mixture, one energy equation for the liquid while vapour temperature assumed to be at local 

saturation conditions, and one bubble transport equation to describe the nucleation effect. 

Constitutive equations are required for the determination of vapour generation rate, friction 

force and nucleation rate. The vapour generation rate is computed according to Eq. (48). Heat 

input from the liquid to the bubble-liquid interface as well as the interfacial area density is 

treated in different ways for different flow regimes. A similar 4-equation model was adopted 

in [67] for CFD calculation of flashing flows in pipes and nozzles. They applied the Jones 

nucleation model and the Labuntzov [94] heat diffusion model for interphase mass and heat 

transfer. 

3.2.2 With slip 

Liao [98] showed that the velocity slip is of great importance for a reliable prediction of 

flashing flows. Neglect of it may lead to significant underestimation of vapour generation rate. 

In principle, two momentum equations should be solved for liquid and vapour velocities 

separately. Nevertheless, drift-flux models can be used to approximate the phase slip by 

means of other variables such as void fraction and densities. They have been widely used in 

thermal-hydraulic codes for nuclear safety analysis.  

3.2.2.1 Drift-flux model 

According to one-dimensional drift-flux model, vapour velocity is given by: 
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0b gju C j V    . (63) 

Here C0 is the distribution parameter accounting for the slip due to phase and velocity 

distributions and <<Vgj>> is the averaged local drift velocity for the local slip between phases. 

Both of them have to be provided by some closure correlations. For example, in [121] and 

[131] the drift flux formulation proposed by Ishii [146] was used, whereas Paruya and 

Bhattacharya [6] applied the oldest Zuber and Findlay [147] model. These semi-empirical 

relations are mostly based on experience gained in air-water flow while little is known about 

steam-water flows with phase change. The suitability of drift-flux models for flashing flow 

inside a vertical pipe was tested by Manera [7]. Representative models for nuclear 

applications were selected from the literature. The GE-Ramp model [148] was found to work 

very well.  

 

Although in principle it is possible to consider the slip between phases using a drift-flux 

model in frame of the HEM model, the majority of examples listed in Fig. 13 are an extension 

of the above 4-equation mixture model. This is because a model with separate temperature 

fields for two phases is more reliable than the HEM model with some subcooled boiling 

models for thermal non-equilibrium effects [7]. On the other hand, it is a good compromise in 

terms of reliability and complexity.  

 

A 5-equation drift-flux model was presented in [6]. They solved mass-conservation equations 

for the liquid and vapour, momentum equation for two-phase mixture, the energy-

conservation equations for the mixture and liquid. That means that the assumption that vapour 

is always saturated is discarded. A slightly different model was used by Schäfer and Manera 

[128, 129] and Manera [125-127], in which the liquid continuity equation of the liquid is 

replaced by that of the mixture, and the energy equation of the mixture replaced by that of the 

vapour. 

3.2.2.2 Two-fluid model 

Till now the most general and sophisticated model for the description of flashing phenomenon 

is the 6-equation model, i.e. the two-fluid model (TFM). It consists of two mass balance 

equations of liquid and gas phases, two momentum equations and two energy equations. All 

the interaction and non-equilibrium exchanges between the two fluids are modelled by 

additional constitutive relations. In the practice it is often reduced to a 5- or 4-equation model 

by applying some simplifying assumptions. For example, the energy equation for the vapour 

phase becomes superfluous if saturated vapour assumed.    

 

In contrast to the preceding models, one attractive feature of the TFM is that it has the 

potential to capture not only the thermal non-equilibrium effects but also the slip between the 

fluids in a way much more accurate than the drift-flux model. There is a consensus that 

improvements are possible by developing a set of separated conservation equations for each 

phase and using phase interaction models to describe the flow behaviour during flashing [149-

151]. The application of TFM formulation has proved to be quite promising since a large 

variety of flow regimes can be modelled using the same set of equations provided appropriate 

closure models are available. However, one cannot expect the TFM to overcome all 

empiricism in such a complex flow situation where heat, mass and momentum transfer are 

present simultaneously [17]. The accuracy of TFM in the prediction of flashing problem is 

limited by closure models. The more the amount of physics that one chooses to incorporate in 

the model, the more the constitutive models are required. To answer the question where the 

limitations of the TFM for flashing flows are hidden it is helpful to evaluate the closure 

models characterizing all interphase exchanging processes. 
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3.3 CFD simulation of flashing flows 

As mentioned at the beginning, so far system codes have been routinely applied for the 

simulation of flashing flows. Nevertheless, the flow is often embossed with three-dimensional 

natures, namely, large heterogeneous gaseous structure and high gas volume fraction. Ever-

increasing computational power facilitates the use of highly-resolved CFD techniques to 

simulate multiphase flow phenomena. Recently, promising CFD research on flashing flows 

have been published such as in [19-21, 49, 67-69, 135, 138]. All these simulations are based 

on the framework of a simplified two-fluid-model.  

In contrast to system codes, where various flow regimes can be considered with the help of 

steady-state flow regime maps, CFD modelling of flow regime transition is still in the way of 

development. In all published work on flashing flows the vapour phase is treated as discrete 

spherical bubbles. Local volumetric void fraction α is related to bubble size db and number 

density Nb by: 

3

6
b bd N


   ,  (64) 

where π is a mathematical constant equal to a circle's circumference divided by its diameter. 

Two of the three parameters have to be determined. The void fraction α is provided by the 

continuity equation. Additional assumptions or transport equations for db or Nb are required to 

complete the equation. Based on this criterion, the numerical method can be divided into 

mono-disperse and poly-disperse. So far, most published work on modelling of flashing flows 

falls into the former category. They prescribe a constant bubble size (or number density) or 

solve the bubble transport equation additionally. That means that the bubble size in each 

computational cell has a single value instead of a spectrum at any given time. Whereas some 

general agreement exists on the modelling framework (i.e. mono-disperse Two-Fluid), for the 

interfacial area and interphase exchange different closure models must be applied, e.g. for 

nucleation and interphase heat transfer.    

Laurien and his co-workers had studied the flashing phenomenon experimentally and 

theoretically in 2001. They simulated water evaporation and re-condensation phenomena 

caused by steady-state pressure variation inside a three-dimensional complex pipeline [19, 20, 

135, 138]. Frank [21] simulated the well-known Edwards pipe blow-down test [4], which is 

the international standard problem No.1 sponsored by the NEA Committee on the Safety of 

Nuclear Installations, using a one-dimensional simplified mesh in ANSYS CFX. Both of them 

employed a 5-Equation model including two continuity equations, two momentum equations 

for liquid and vapour, respectively, and one energy equation for liquid. The vapour was 

assumed to remain always at the saturation condition corresponding to local pressure, which 

is uniform inside and outside the bubble. The assumption is reasonable in case of small 

depressurization rate. For the computation of interfacial area density a constant bubble 

diameter, e.g. db=1 mm, is prescribed in the whole domain. In addition, the momentum 

interaction between the gas and liquid phases is modelled only as a drag force. A similar 

model with both drag and non-drag forces was presented in [22], where the flashing of water 

inside a large vertical pipe due to the opening of a blow-off valve was simulated.   

 

Later on, Laurien [19] suggested that a model presuming bubble number density instead of 

bubble size, which allows bubble size to grow, and is more closely aligned to the physical 

picture of boiling flow. This assumption is acceptable when both the metastable zone and 

nucleation zone are sufficiently narrow (see Fig. 4), and bubble dynamics such as coalescence 

and break-up are negligible. Otherwise, an additional transport equation for the bubble 

number density with appropriate source terms, or even a poly-disperse method is necessary. 
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Meanwhile, Pinhasi et al. [8] found that models based on this assumption tend to under-

predict the vapour generation rate.  

 

Maksic and Mewes [67] simulated flashing flows in pipes and nozzles by using a 4-Equation 

model, where a common velocity field is assumed for both phases. The inter-phase heat 

transfer is assumed to be dominated by conduction. However, it has been shown that in most 

flashing expansion cases the convective contribution due to relative motion of bubbles 

dominates the heat transfer [74]. Neglecting of inter-phase velocity slip obviously under-

predicts vapour generation rate [98]. Wall nucleation was considered as a unique source of 

bubble number density in the additional transport equation. The Jones model [61, 66, 153, 154] 

was used to determine the nucleation rate. Inter-phase mass, momentum and energy transfer 

due to nucleation was ignored.  

 

Marsh and O’Mahony [49] simulated the nozzle flashing flow using a 6-Equation model in 

the commercial CFD code FLUENT, with separate mass, momentum and enthalpy balance 

equations for liquid and vapour. Inter-phase mass and momentum as well as energy transfer 

resulting from both nucleation and phase change were taken into account. However, the effect 

of non-drag forces on momentum exchange and the heat transfer between vapour and vapour-

liquid interface were neglected. A modified version of Blander and Katz nucleation model [45] 

was employed for the computation of bubble nucleation rate. The original model was found to 

create large numerical instability, which is based on the classical homogeneous nucleation 

theory.  

 

Mimouni et al. [68] simulated the cavitating flow using a 6-Equation model in 

NEPTUNE_CFD. The vapour temperature was ensured to be very close to the saturation 

temperature by using a special heat transfer coefficient. Besides the drag, added mass and lift 

force was included in the inter-phase momentum transfer. The contribution of nucleation to 

the vapour generation rate as well as momentum and energy transfer was considered by the 

slightly modified Jones model [61, 66, 153, 154]. The original model was shown to be 

insufficiently general by the authors. Nevertheless, the effect of nucleation and vaporisation 

on the mean bubble size was ignored, namely, a constant bubble size was assumed.  

 

Janet [69] studied the performance of various nucleation models in a flashing nozzle flow by 

using the 5-Equation model in CFX version 14.5. It was found that predictions obtained with 

the Jones model [66] are more reliable than the RPI [155] and Riznic models [121].  

 

Recently, the perspective and limitation of current CFD technology for flashing flows was 

discussed in [152]. At the same time, poly-disperse attempts were made for flashing pipe flow 

under pressure release transients. Initially subcooled water circulates with a velocity of 1 m/s 

through a vertical pipe (DN200) under 10bar. The depressurization and evaporation process is 

realized and controlled via a blow-off valve. The MUSIG approach introduced above (see Fig. 

12) was used to predict the formation of vapour bubbles in superheated liquid and the change 

of bubble size due to phase change, coalescence and breakup. The Jones model [66] and Liao 

model [156] was employed to reproduce the nucleation and coalescence / breakup process, 

respectively. The comparison between calculated and measured bubble size distribution at 

four time points is shown in Fig. 14 below, where the horizontal axis is bubble size and the 

vertical one is the normalized void fraction of each size group. One can see that the evolution 

tendency is well captured by the MUSIG model. However, an obvious over-prediction of the 

bubble breakup rate especially at 59 s is observed. On the other hand side, the broad size 

spectrum evidences that a poly-disperse model instead of the mono-disperse one is necessary 

in this case. 
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Fig. 14 Prediction of the evolution of bubble size spectrum during flashing with MUSIG 

 

4. Conclusion 

 

The current review reveals the important physics and mechanisms that dominate the flashing 

process. An overview of the state of the art for theoretical models on these mechanisms is 

presented. Special attention was paid to the review of models for flashing inception, 

nucleation, bubble growth, vapour generation as well as interfacial area density. The current 

state of the art can be summarized as follows: 

    

 The phenomenon of superheating is well-known in a boiling process, whereas the 

attainable superheat limit in a practical system is hardly predictable. Nucleation 

inception is strongly affected by liquid properties, impurities, wall surface 

characteristics as well as initial temperature and decompression rate. 

 Numerous methods and models have been presented to describe the metastable zone 

and nucleation inception. None has been found to be adequate, and practically all of 

them rely more or less on empiricism. In comparison to a “pressure-undershoot” 

correlation, models supplying the transient nucleation rate appear to have more 

generality. The most recent state of the art is to solve a transport equation for bubble 
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number density, which can account for source (or sink) terms due to nucleation as well 

as other processes such as coalescence and breakup. Nevertheless, more promising is 

to include these terms in a poly-disperse approach for consideration of bubble size 

distributions, which has been widely used in adiabatic situations.  

 It is generally accepted that both pressure and temperature non-equilibrium across the 

liquid-vapour interface play a role in bubble growing in superheated liquid. As yet, a 

quantitative mathematical description considering the two factors is limited to ideal 

conditions, e.g. inviscid and quiescent liquids, laminar and isothermal flow. In most 

modelling work, one of them is neglected but discussion about the uncertainty caused 

by the exclusion is scant. Thermal non-equilibrium has being deemed to be dominant 

in flashing of hot fluids.     

 The most advanced method accounting for thermal-controlled vapour generation is to 

estimate it from the interphase heat flux. However, a generally applicable model for 

interphase heat transfer coefficient is still missing. For example, most existing 

correlations are restricted to certain mechanism, spherical bubbles and laminar flows. 

Consideration of turbulence, bubble shape and swarm effect is rare. 

 Although in a few investigations using the system codes flow regime transition is 

considered, most work is limited to bubbly flow and the assumption of spherical shape. 

 

For the general modelling of the flow, it is commonly recognized that two-fluid model is the 

most appropriate approach. All recent progress in CFD modelling was achieved within this 

framework. A full two-fluid model with two-velocity, two temperature and two-pressure 

fields is presented in [29]. Nevertheless, pressure non-equilibrium and discontinuity at the 

interface was ignored in almost all previous work. The predictive ability of the two-fluid 

model is largely limited by the closure models, e.g. for mean bubble size and interfacial 

exchange area. The need to further develop and improve models regarding all above aspects is 

clear. Meanwhile, more experimental data especially related to bubble size, liquid velocity 

and turbulence as well as phase distribution are needed to fully validate these models. Finally, 

it is shown that bubble size spectrum may be surprisingly broad (over 100 mm) in some 

flashing situations. The update of mono-disperse approaches to poly-disperse ones is 

necessary, which imposes however new challenges for modelling of size change such as 

bubble coalescence and breakup.  
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