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Cover Picture 
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information in the cell can be written very energy efficiently by applying a gate voltage pulse 

across the insulating antiferromagnet. The information persists as a dominance of one of the 

two magnetic domain types, red and green areas, respectively. The read-out of the stored 

information is performed by a 4-point resistance measurement in the top electrode, the grey 

area with the golden contact pads. Typical thicknesses of the used antiferromagnetic thin films 

are around 100 nanometers. 
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Preface by the directors 

After one year without any evaluation-related activities, the year 2017 was again devoted to the 

preparation of an important evaluation in the framework of the Helmholtz Programme-Oriented 

Funding (POF). This was due to a change in the evaluation procedure decided by the Federal Ministry 

of Education and Research (BMBF) and the Helmholtz Association. From now on, the achievements 

of the individual “Research Units” (in our case: Institutes) are assessed within the running POF period; 

approximately two years later, towards the end of the POF period, there will be a strategic evaluation 

of the Research Programmes jointly for all participating Centers. This goes together with an extension 

of the POF funding period from 5 to 7 years. Although this implies a quite heavy preparation load at 

present, it may relieve us in the future from excessive administrative work. In any case, the evaluation 

finally took place in January 2018, and although this is already beyond the present reporting period, it 

is with great pleasure to say that our institute received the grade “outstanding”, the highest out of 7 

possible grades. We would like to take this opportunity to thank all members of the institute for their 

tremendous efforts that have led to this fantastic outcome! 

A highlight concerning third-party funding was certainly the granting of the CALIPSOplus project 

from the EU with a total volume of 10 million Euros. In this project, we are coordinating transnational 

access, networking, and joint research of all European synchrotron and free-electron laser facilities for 

the next four years.  A number of other significant EU grants as well as more than 10 presently 

running projects from the German Science Foundation (DFG) – this despite our eligibility restrictions 

as a member of the Helmholtz Association – complement our success in the acquisition of third-party 

funding. 

Our scientists demonstrated their excellence through a number of recognitions and awards. Dr. 

Arkady Krasheninnikov received the Research Award 2017 of HZDR for his theoretical work on the 

interaction of ion beams with two-dimensional materials. Dr. Tobias Kosub received the PhD Award 

2017 of HZDR for his thesis “Ferromagnet-Free Magnetoelectric Thin Film Elements". Finally, Toni 

Hache was honored with the Georg-Simon-Ohm Award 2018 of the German Physical Society (DPG) 

for his Master Thesis on the “Fabrication and Characterization of Spin-Hall-Effect based Nano-

Microwave Oscillators”. We sincerely congratulate all prize winners! 

The 22nd International Workshop on Inelastic Ion Surface Collisions organized by Dr. Stefan 

Facsko and colleagues from our Ion Beam Center has been a great success gathering 78 participants 

from 18 countries to discuss recent developments in the physics of ion surface interaction. For the first 

time in this series, a summer school preceded the workshop where 12 students from 8 countries 

followed tutorials on ion beam physics complemented by hands-on experience in ion beam analysis.  

The so-called “High-Potential Programme”, initiated by the HZDR Board of Directors a few years 

ago to support hiring of high-profile scientists to HZDR, continues to be a great success for our 

institute: after Dr. Arkady Krasheninnikov and Dr. Denys Makarov (Dr. Tobias Kosub’s supervisor) had 

been hired in 2015, we attracted Dr. habil. Georgy Astakhov from University of Würzburg, who is well 

known for his work on defects in SiC for quantum information technology. He will integrate his 

activities in the Semiconductor Materials Department. 

The end of 2017 represents a significant transition point for our ion-beam based semiconductor 

research. The head of the Semiconductor Materials Department, Dr. Wolfgang Skorupa, has retired 

after more than 40 years of working at Rossendorf.  With nearly 600 entries in ISI Web of Science, he 

has been the most productive scientist of our institute. We sincerely thank him for his invaluable 

contributions and wish him all the best for the future! His successor is now Dr. Shengqiang Zhou, who 

has successfully led a Helmholtz Young Investigator Group at our institute. We wish him good luck 

and success for this new position! 
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Finally, we would like to cordially thank all partners, friends, and organizations who supported our 

progress in 2017. Special thanks are due to the Executive Board of the Helmholtz-Zentrum Dresden-

Rossendorf, the Minister of Science and Arts of the Free State of Saxony, and the Ministers of 

Education and Research, and of Economic Affairs and Energy of the Federal Government of 

Germany. Numerous partners from universities, industry and research institutes all around the world 

contributed essentially, and play a crucial role for the further development of the institute. Last but not 

least, the directors would like to thank again all members of our institute for their efforts and excellent 

contributions in 2017. 

 

 

 

 

Prof. Manfred Helm   Prof. Jürgen Fassbender 
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Four-Wave Mixing in Landau-Quantized Graphene
Jacob C. König-Otto,*,†,‡ Yongrui Wang,§ Alexey Belyanin,§ Claire Berger,∥,⊥ Walter A. de Heer,∥

Milan Orlita,#,∇ Alexej Pashkin,† Harald Schneider,† Manfred Helm,†,‡ and Stephan Winnerl†

†Helmholtz-Zentrum Dresden-Rossendorf, P.O. Box 510119, 01314 Dresden, Germany
‡Technische Universitaẗ Dresden, 01062 Dresden, Germany
§Texas A&M University, College Station, Texas 77843-4242, United States
∥Georgia Institute of Technology, Atlanta, Georgia 30332, United States
⊥Institut Neél, CNRS-Universite ́ Alpes, 38042 Grenoble, France
#LNCMI, CNRS-UGA-UPS-INSA, 38042 Grenoble, France
∇Institute of Physics, Charles University in Prague, 12116 Prague, Czech Republic

ABSTRACT: For Landau-quantized graphene, featuring an
energy spectrum consisting of nonequidistant Landau levels,
theory predicts a giant resonantly enhanced optical non-
linearity. We verify the nonlinearity in a time-integrated
degenerate four-wave mixing (FWM) experiment in the mid-
infrared spectral range, involving the Landau levels LL−1, LL0
and LL1. A rapid dephasing of the optically induced
microscopic polarization on a time scale shorter than the
pulse duration (∼4 ps) is observed, while a complementary
pump−probe experiment under the same experimental
conditions reveals a much longer lifetime of the induced population. The FWM signal shows the expected field dependence
with respect to lowest order perturbation theory for low fields. Saturation sets in for fields above ∼6 kV/cm. Furthermore, the
resonant behavior and the order of magnitude of the third-order susceptibility are in agreement with our theoretical calculations.

KEYWORDS: Graphene, four-wave mixing, nonlinear optics, Landau-quantization

Graphene is a two-dimensional material with a gapless
linear band structure in the vicinity of two Dirac points. It

possesses unique mechanical, electrical, and optical properties,
which have led to a high interest in a broad range of fields. An
example for those outstanding features are the highly nonlinear
optical properties of graphene in a wide spectral range from
terahertz (THz) frequencies to visible light. The third-order
nonlinear optical response has been investigated theoretically,
both on a semiclassical and on a fully quantum mechanical
basis.1−7 In the latter case, in particular the four-wave mixing
(FWM) process is addressed. Experimentally FWM signals
have been observed in the near-infrared spectral range7−12 and
third-order nonlinear susceptibilities have been found to be in
the order of χ(3) ∼ 10−25−10−23 m3/V2. At THz frequencies
however, only pump−probe signals, but no FWM signals, have
been found.13 When a magnetic field is applied perpendicular
to the graphene layer the linear dispersion of graphene breaks
up into a series of nonequidistant Landau levels.14 This offers
the possibility to resonantly enhance the nonlinear-optical
response and to tune the resonance frequency by adjusting the
strength of the magnetic field. Recently, a giant nonlinear-
optical response (χ(3) ∼ 10−19 m3/V2) has been predicted for
Landau-quantized graphene.15,16 In this Letter, we present the
first experimental investigation of this effect by studying
transient, degenerate FWM. To this end, the LL−1 → LL0

and LL0 → LL1 transitions are excited resonantly with radiation
at 19 THz (78 meV). The experimental findings are in good
agreement with our theoretical calculations based on the
density-matrix formalism.
A multilayer epitaxial graphene sample (∼50 layers)

produced by thermal decomposition of SiC on the C-face of
4H-SiC is used in the experiments.17 Although the amount of
graphene layers formed on the SiC substrate is large, the
different layers behave like single layer graphene, because they
are electronically decoupled.18,19 The Fermi level in the
different graphene layers is determined by polarization doping
of the substrate.20 The majority of layers is slightly n-doped and
only the layers at the interface to SiC exhibit a stronger
doping21 and are therefore transparent at the used photon
energy of 78 meV and a magnetic field of 4.5 T. The sample is
kept in a split-coil superconducting magneto-cryostat at a
temperature of 10 K in a cold helium gas atmosphere. The
scheme of the experimental setup is depicted in Figure 1. The
laser pulses from the free-electron laser FELBE are split into
two separate paths and are focused with an off-axis parabolic
mirror onto the sample inside the magneto-cryostat. A time

Received: November 8, 2016
Revised: February 24, 2017
Published: February 24, 2017

Letter

pubs.acs.org/NanoLett

© 2017 American Chemical Society 2184 DOI: 10.1021/acs.nanolett.6b04665
Nano Lett. 2017, 17, 2184−2188
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delay Δt between the two pulses can be controlled with a
motorized delay stage (not shown). The beams in direction k1⃗,
k2⃗ and the FWM signal in direction 2k2⃗−k1⃗ are simultaneously
collimated by a second parabolic mirror. A movable aperture is
used to select which beam is detected by the nitrogen cooled
mercury−cadmium−telluride (MCT) detector. Both incident
beams are modulated by a dual-slot optical chopper and the
signals are detected by a lock-in amplifier at the sum of the
modulation frequencies for both beams. This enables one to
suppress a time-independent background caused by stray light.
If the sample is brought into a magnetic field of around 4.5 T

with a direction perpendicular to the surface, the band structure
of graphene breaks up into a system of Landau levels and the
LL−1 → LL0 and LL0 → LL1 transitions become resonant with
the photon energy of 78 meV. For the almost intrinsic
graphene layers LL−1 is fully occupied, LL0 close to half filling
and LL1 is completely empty. In detail, we expect the filling of
the zeroth Landau-level to be in the order of 0.52 at this
magnetic field (corresponding to a carrier concentration of 8 ×
109 cm−2 at zero field22). In this work, both incident pulses are
linearly polarized in the same direction. Thus, the excitation of
both transitions is possible as indicated in Figure 2a. The
transient change in transmission ΔT/T0 of the sample due to
strong optical excitation is depicted in Figure 2b. For this kind
of measurement, the movable aperture is set to transmit the k1⃗
beam and the transient change in transmission of this beam
caused by the absorption of photons from the k2⃗ beam is
recorded. The pump−probe signal features a fast decay and a
slower component in the order of several hundreds of
picoseconds. Recent studies already gave first insight into the
population dynamics of this system.23−26 In particular, a rapid
(faster than pulse duration of ∼4 ps) depopulation of an
optically pumped level via Auger scattering has been
observed.26 This Coulomb process leads to a fast thermalization
of electrons. The slower time scale of the decay is attributed to
cooling of the electronic system via phonon scattering.
While the pump−probe signal corresponds mostly to Pauli

blocking and reveals the dynamics of the excited population,
the FWM signal is sensitive to the induced polarization in the
sample. The decay of the microscopic polarization is governed
both by the relaxation of the population and by pure dephasing
processes. In our FWM experiment, the beam in direction k1⃗
induces a polarization in the sample. The k2⃗ beam, arriving after
the delay time Δt, interferes with the remnant k1⃗ polarization

and creates a polarization grating with the wave vector k2⃗−k1⃗.
The second part of the k2⃗ beam gets diffracted by this grating in
the direction 2k2⃗−k1⃗. Thus, the decay time of the FWM signal
is defined by the polarization dephasing processes and not by
the population decay. Figure 2c depicts the FWM signal at the
very same experimental conditions as for the pump−probe
signal in Figure 2b. Comparing both types of signals one can
see some clear differences. The FWM signal is basically
symmetric apart from a small artifact, namely a baseline offset at
negative delay times, which stems from pump−probe signals
that are scattered as stray light into the detector. Note that the
time delay relevant for the FWM signal is inverted with respect
to the pump−probe signal.27 The FWM signal is only observed
during the temporal overlap of the pulses, indicating that the
dephasing time is considerably shorter than the temporal
resolution of our experiment set by the pulse duration of
around ∼4 ps. This result, together with the previous detailed
study of the population dynamics,26 suggests that Auger
processes within the LL−1, LL0, and LL1 subset of Landau
levels cause a rapid dephasing of the microscopic polarization.
Next, we investigate the dependence of the FWM process on

the electric fields of the beams in k1⃗ and k2⃗ direction. The
electric field of the generated FWM signal can be estimated
from the induced third-order polarization, which depends on
the third-order nonlinear surface (2D) susceptibility χ(3) (in SI
units) and is given by

ω χ| ⃗ | ≃ | ⃗ ⃗ |E
c

E k E k
2

( ) ( )FWM
(3) 2

2 1 (1)

Here ω is the frequency, E(k1⃗) and E(k2⃗) the fields of the
incident beams, and c is the velocity of light. The surface
susceptibility χ(3) for this process is a function of the magnetic
field and the photon energy itself. We will have a closer look on
this in the next section. Equation 1 indicates that the FWM
field scales linearly with the field of the beam in direction k1⃗ and
quadratically with the field of the beam in direction k2⃗. Thus, if
the field of both beams is tuned simultaneously, the FWM field
should scale cubically. For a variety of different field

Figure 1. Experimental setup. The movable aperture (MA) is used to
select the FWM signal in direction 2k2⃗−k1⃗ or to measure a pump−
probe signal in k1⃗ direction with the MCT detector.

Figure 2. (a) The magnetic field of 4.5 T leads to a Landau-
quantization in the graphene sample, whereas the transition from LL−1
(LL0) to LL0 (LL1) is resonant to the photon energy of 78 meV. (b)
The transient change in population is recorded by a degenerate
pump−probe experiment, measuring the transient change of trans-
mission of k1⃗ (field: 6 kV/cm) caused by the absorption of k2⃗ (field: 12
kV/cm). (c) The microscopic polarization is probed by detecting the
FWM signal 2k2⃗−k1⃗ at the same incident fields. The shaded areas show
the autocorrelation of the laser pulses calculated from spectra.

Nano Letters Letter

DOI: 10.1021/acs.nanolett.6b04665
Nano Lett. 2017, 17, 2184−2188
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combinations of the two incident beams, FWM transients were
recorded and the maxima of the transients were extracted. The
incident peak fields were determined from the measured power,
spot size and pulse duration. To determine EFWM one has to
consider the losses at the movable aperture and the calibration
of the MCT detector additionally. Note that the inaccuracy of
this procedure has no influence on the determined scaling
behavior of the FWM field with respect to the incident fields.
The quantitative values of the FWM field, however, are
expected to be accurate only within a factor of 3, since the
determined FWM intensities are estimated to be accurate
within 1 order of magnitude. The FWM peak fields are plotted
in Figure 3 as a function of the peak field of the beam in k2⃗

direction. Figure 3a shows the field dependence when the field
of the k1⃗ beam is kept constant at 6 kV/cm (corresponding to a
fluence of ∼0.2 μJ/cm2) and only the field of the k2⃗ beam is
varied. Linear and quadratic power laws are indicated by the
dotted red and blue dashed line, respectively. The three lowest
data points are in agreement with a quadratic dependence.
Note that in the case of a pump−probe signal one would only
expect a linear scaling of the signal. This, together with the
different temporal shapes of the signals (see Figure 2), allows
one to clearly identify the FWM signal and distinguish it from
potential stray pump−probe signals. Nevertheless, a clear
saturation is noticeable in the measured field regime. A deeper
analysis of saturation effects is beyond the scope of this work.
However, in ref 16 saturation fields are calculated for FWM
processes with a different level scheme in Landau-quantized
graphene under continuous excitation. Despite the differences
of the processes evaluated in this work and in ref 16, the

reported saturation behavior can serve as an estimation for the
order of magnitude of the saturation field. For a magnetic field
of 4.5 T and a dephasing time of 190 fs (this value is discussed
later in this Letter), the saturation field is in the order of 4 kV/
cm, which is consistent with the experiment, where a deviation
from the square root dependence is observed for fields higher
than 6 kV/cm. Pump−probe measurements under comparable
conditions feature a saturation at comparable pumping fields,
indicating that the observed saturation in the FWM experiment
might be explained due to band filling.
In accord with the consideration that two photons of the

beam in k2⃗ direction interact with one photon of the beam in k1⃗
direction, it is reasonable to choose a ratio of the two fields of
E2/E1 ≈ 2 . The strength of the FWM signal for this constant
ratio is depicted Figure 3b. Again the straight lines represent
different power laws. The data points do not follow the green
line that represents the expected cubic dependence of this case.
However, the dependence is found to be superquadratic for the
low fields. The observed saturation is not surprising. From
Figure 3a, one can see that at the measured fields already the
parabolic dependence on E2 saturates. Saturation naturally
occurs faster if both fields are varied. It was not possible to
achieve sufficient signal-to-noise ratio at lower fields to clearly
demonstrate the cubic dependence.
In the following, the resonant behavior of the FWM signal is

studied by measuring transients at different magnetic fields,
while keeping the photon energy fixed. In Figure 4 the peak

FWM intensities are plotted on a B -scale, that is, a scale that
is linear in the energy of the optical transition LL−1 → LL0 and
LL0 → LL1.

14 Additionally the linear absorption measured by
Fourier transform spectroscopy, as described by Orlita et al. in
ref 28, is shown. One can clearly see that the resonance of the
χ(3) process is much narrower as compared to the linear
absorption. As mentioned before, the dependence of the FWM
signal on the magnetic field stems from the nonlinear

Figure 3. Saturation behavior of the FWM signal. (a) The field of
beam one is kept at 6 kV/cm, while the field from beam two is varied.
(b) Both fields are varied while keeping a constant ratio of √2.

Figure 4. Linear absorption (red triangles) and maxima of FWM
mixing signals (blue squares) for different magnetic fields. The field of
beam two is 12 kV/cm and beam one 5.3 kV/cm. The blue line shows
the calculated magnetic field dependency of the χ(3) process. The inset
shows a Lorentzian fit to the linear absorption spectra at 4.5 T to
determine the line broadening.

Nano Letters Letter

DOI: 10.1021/acs.nanolett.6b04665
Nano Lett. 2017, 17, 2184−2188
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susceptibility χ(3). We derive an expression for χ(3) using the
density-matrix formalism similarly to refs 15 and 16. Here we
only consider transitions that are close to resonance with the
pump fields. By using this approximation, the linear and
second-order density matrix elements are solely determined by
the pump field E2, while the field E1 only enters the third-order
density matrix elements. For our specific case, that is, two
incident fields with the same linear polarization, and under the
assumption of equal line broadening factors for the different
transitions, the surface susceptibility can be written as

χ ω
π ωω ω γ ω

ω γ ω
ρ ρ ρ ρ

ω γ ω

⃗ − ⃗ =
ℏ ϵ + −

×
+ −

− − −
+ −

−

k k
l

e v i
i

i i

( , 2 )
1

2

1
2(2 2 )

( ) ( )

(3)
2 1

c
2 3

0

4
f
4

c
3

c

c

1 0 0 1

c (2)

Here vf is the Fermi velocity in graphene, ω =
ℏ

v eB
c f

2 is the

resonance frequency, = ℏl
eBc the magnetic length, ρi is the

occupation of the LLi and γ is the line broadening. The
numerator of the last fraction is in our case approximately
−0.04, because of the small doping. For intrinsic graphene χ(3)
would vanish in this configuration since contributions from the
transitions LL−1 → LL0 and LL0 → LL1 cancel each other. This
reflects electron−hole symmetry of intrinsic graphene. The line
broadening for the calculation was taken from the linear
absorption measurement by applying a Lorentzian fit to the
absorption line (see inset in Figure 4), which yielded γ ≃ 3.5
meV. Note that this corresponds to a total dephasing time of τ
= ℏ/γ = 190 fs, assuming a homogeneously broadened line.
The fact that the decay of the FWM signal was faster than the
pulse duration of 4 ps is consistent with this number. The
experimental FWM resonance appears to be slightly broader
than the calculated one (see Figure 4). This may have two
possible reasons. First, eq 2 does not account for saturation
effects. Taking them into account will broaden the calculated
peak. Second, in fact, both Landau-level populations and
relaxation rates in eq 2 can be viewed as time-dependent during
the pulse. An increasing field amplitude of the incident pulse
leads to an increase in the amount of nonequilibrium carriers
and an accelerated Auger recombination, which has a strongly
nonlinear dependence on the nonequilibrium carrier density.
These effects contribute to the saturation of the FWM signal
strength and an enhanced broadening of the FWM resonance.
Furthermore, far away from the resonance the effect of
scattered stray light is more dominant, as the pump−probe
signal possesses a broader resonance. Consequently, the
strength of the experimental FWM signal may be overestimated
in the nearly off-resonant case.
It is instructive to compare the dephasing time estimated

from the broadening of the LLs to scattering times discussed in
literature. The latter are primarily momentum relaxation times
obtained from transport measurements. In the simplest
approach, the momentum relaxation time τm is related to the
carrier mobility by the expression29 μ = eτmvf

2/Ef. From this
expression, relaxation times of 4 and 50 fs can be extracted from
quantum Hall effect measurements on monolayer graphene on
the Si face of SiC and monolayer quasi-free-standing graphene
prepared by hydrogen intercalation on the Si face of SiC,
respectively.30,31 It has been pointed out that the momentum
relaxation time can differ, depending on the predominant

scattering mechanism, by a factor of 1−5 from the time
constant related to the quantum level broadening.32 Typical
values for the level broadening of exfoliated graphene on SiO2

are in the range from 30−50 fs,32 approximately three times
higher values are found in graphene on hBN.33 The comparably
high value of 190 fs for our sample indicates the high structural
quality. Finally we note that extremely pure graphene on
graphite layers exhibit dephasing times of up to 20 ps.34

Finally, we discuss the strength of the χ(3)-process. According
to eq 2, one layer of graphene with ρ0 = 0.52 in a magnetic field
resonant to the photon energy features a surface susceptibility
of 4.9 × 10−20 m3/V2. This corresponds to a bulk susceptibility
of 1.6 × 10−10 m2/V2, assuming a layer thickness of 0.3 nm. For
comparison with the experiment, it is reasonable to select one
of the lower excitation data points from Figure 3a, where the
saturation is negligible. From the second point, where the
incoming fields are set to E2 = 4.6 kV/cm and E1 = 5.9 kV/cm
and EFWM = 0.023 kV/cm is measured, we derive χ(3) ∼ 9.2 ×
10−20 m3/V2 using eq 1. Note that the experimental value is not
the χ(3) for one single layer of graphene, as our sample consists
of roughly 50 layers. Considering the uncertainty in the
experimental determination of EFWM, experiment and theory are
in reasonable agreement. For doped graphene, where the zeroth
Landau-level is either completely filled or empty at a magnetic
field of several Tesla, a much higher susceptibility is expected,
as the numerator in eq 2 will be 25 times higher (i.e., χ(3) ∼
10−18 m3/V2). Considering the small thickness of graphene, this
is in fact a strong nonlinearity. The surface susceptibility of
Landau-quantized graphene is comparable to the value
observed for intersubband transitions in GaAs quantum wells
with much larger thickness and 2D electron density. For
example, the intersubband transition at 124 meV in a GaAs/
AlGaAs superlattice results in χ(3) ∼ 1.3 × 10−18 m3/V2, which
is 3 orders of magnitude larger than the intraband nonlinearity
due to nonparabolicity of the wells.35 Coupled-quantum-well
structures based on AlInAs/GaInAs are demonstrated with a
susceptibility of χ(3) ∼ 1.4 × 10−20 m3/V2 measured by third-
harmonic generation.36 Even higher third-order nonlinearities
χ(3) ∼ 5 × 10−17 m3/V2 are predicted in the THz range by
utilizing impurity transitions in GaAs quantum well37 but have
not yet been verified experimentally.
In summary, the proposed large third-order nonlinearity in

Landau-quantized graphene is experimentally demonstrated for
the first time. The order of χ(3), the resonance behavior, and the
field dependencies are in good agreement with our theoretical
predictions. Landau-quantized graphene represents a system
with a strong optical nonlinearity and offers spectral tunability
by variation of the magnetic field. These properties are
attractive for a variety of mid-infrared nonlinear optical
applications such as frequency multiplication, parametric
generation, and sum-frequency generation.
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René Hübner2, Maciej Oskar Liedke5, Jürgen Fassbender2, Oliver G. Schmidt1 & Denys Makarov1,2

Magnetic random access memory schemes employing magnetoelectric coupling to write

binary information promise outstanding energy efficiency. We propose and demonstrate a

purely antiferromagnetic magnetoelectric random access memory (AF-MERAM) that offers a

remarkable 50-fold reduction of the writing threshold compared with ferromagnet-based

counterparts, is robust against magnetic disturbances and exhibits no ferromagnetic

hysteresis losses. Using the magnetoelectric antiferromagnet Cr2O3, we demonstrate reliable

isothermal switching via gate voltage pulses and all-electric readout at room temperature. As

no ferromagnetic component is present in the system, the writing magnetic field does not

need to be pulsed for readout, allowing permanent magnets to be used. Based on our

prototypes, we construct a comprehensive model of the magnetoelectric selection

mechanisms in thin films of magnetoelectric antiferromagnets, revealing misfit induced

ferrimagnetism as an important factor. Beyond memory applications, the AF-MERAM concept

introduces a general all-electric interface for antiferromagnets and should find wide

applicability in antiferromagnetic spintronics.
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I
n the effort to develop low-power data processing and storage
devices, nonvolatile random access memory schemes have
received considerable attention1. Magnetic elements such as

the magnetic random access memory (MRAM) (Fig. 1a) promise
excellent speed, superior rewritability and small footprints, which
has led to strong commercial interest in this technology for
memory applications. In addition to ferromagnetic MRAM, two
complementary approaches have recently emerged for advancing
beyond conventional MRAM elements in terms of its writing
power and data robustness. On the one hand, switching
and reading the antiferromagnetic order parameter of metallic
antiferromagnets with charge currents2,3 has enabled purely
antiferromagnetic MRAM (AF-MRAM), granting superior data
stability against large magnetic disturbances and potentially even
faster switchability. On the other hand, magnetoelectric random
access memory (MERAM) promises energy efficient writing of
antiferromagnets, by eliminating the need for charge currents
through the memory cell and instead relying on electric field-
induced writing. Reading out the antiferromagnetic state from
MERAM has presented a challenge to date as magnetoelectric
antiferromagnets (for example, BiFeO3 or Cr2O3) are dielectrics.
Therefore, the readout signal of MERAM cells is conventionally
acquired from a ferromagnet that is coupled with the magneto-
electric antiferromagnet by exchange bias4–8. While ferromagnets
enable readability, their presence strongly interferes with
the magnetoelectric selection of the antiferromagnetic order
parameter9. This is related to exchange bias and ferromagnetic
hysteresis, both of which need to be overcome in the writing
process of MERAM with ferromagnets.
Here we put forth the concept of purely antiferromagnetic

MERAM (AF-MERAM) (Fig. 1a), which avoids the issues
associated with the presence of ferromagnets by instead using
polarizable paramagnets, for example, Pt, to probe the order
parameter of the magnetoelectric antiferromagnet. As shown

schematically in Fig. 1b, the prototypical memory cell consists of
an active layer of insulating magnetoelectric antiferromagnet, a
bottom gate electrode for writing purposes and a top electrode
that provides the readout interface via anomalous Hall measure-
ments10. Using Cr2O3 as an AF element, we demonstrate a
complete working AF-MERAM cell, proving that this concept
yields substantial improvements in terms of magnetoelectric
performance over comparable MERAM realizations with
ferromagnets. In particular, by removing the ferromagnetic
component from MERAM, we reduce the writing threshold by
a factor of about 50. These characteristics render AF-MERAM a
promising new member to the emerging field of purely
antiferromagnetic spintronics3,11. We show the magnetoelectric
writing and all-electric reading operations of a cell at room
temperature over hundreds of read–write cycles. While
nonvolatile solid-state memory is one possible application of
AF-MERAM cells, the concept is applicable to other fields of
antiferromagnetic spintronics, such as logics, magnonics12 and
material characterization.

Results
Room temperature operation of AF-MERAM. To realize the
memory cell, we use an epitaxial layer stack of Pt(20 nm)/
a-Cr2O3(200 nm)/Pt(2.5 nm) that is prepared on Al2O3(0001)
substrates. Similar stacks with a-Cr2O3 have been extensively
studied in the scope of traditional MERAM elements with
ferromagnetic Co layers4,5,13–15. The thicker bottom Pt film
serves as the gate electrode and the thin Pt top layer is used to
measure the AF order parameter all-electrically via zero-offset
anomalous Hall magnetometry10 (hereafter zero-offset Hall). This
readout approach makes use of the uncompensated boundary
magnetization of a-Cr2O3(0001), which is rigidly coupled to the
AF bulk and creates proximity magnetization in the Pt film16,17.
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An individual magnetoelectric element is obtained by patterning
the top Pt layer. Figure 1c shows the protocol of an isothermal
magnetoelectric switching experiment that was carried out at
19 �C in a permanent magnetic field of HEþ 0.5MAm� 1 along
the film normal. The test sequence mimics random access
operations comprising the three essential elements of any
memory cell: writing, storage and reading. One of the key
technological advantages is that the memory cell operates in static
magnetic fields and writing operations are triggered by the
application of a voltage. No energy input is necessary during the
storage times. The reproducibility of this process is demonstrated
over 300 write–store–read cycles in Fig. 1d, during which the cell
reveals no performance degradation.
Two key material requirements must be satisfied to achieve

reliable magnetoelectric reversal processes such as shown in
Fig. 1. First, the order parameter has to be susceptible to the gate
voltage via the linear magnetoelectric effect. Second, the cell has
to exhibit thermal stability at the operation temperature, giving
rise to stable remanent magnetic states. Both criteria can be
directly probed in our system using the electrical writing and
reading interfaces of the magnetoelectric cell. To reveal the exact
influence of magnetic and electric field on the antiferromagnetic
order parameter, it is mandatory to avoid the influence of
magnetic anisotropy, which fixes the order parameter while below
the ordering temperature, and instead carry out magnetoelectric
field cooling through the ordering temperature. The map in
Fig. 2a shows the resulting average antiferromagnetic order
parameter in the cell after cooling from 30 to 7 �C using the
indicated combination of magnetic cooling field Hcool and electric
cooling field Ecool¼Vcool/t (t denotes the AF film thickness). For
large EH fields, the order parameter selection is consistent with
that expected in a-Cr2O3 (refs 7,13,18,19) due to the linear
magnetoelectric effect. However, for small writing voltages that
are technologically desirable, the EH symmetry is disturbed,
giving rise to magnetic field-induced selection of the order
parameter. Strikingly, the EH symmetry is perfectly restored
when accounting for a gate bias voltage VGB, which is about
� 1V for this system.

When applying a writing voltage to the cell at 19 �C, the
antiferromagnetic order parameter can be switched hysteretically
with a coercive gate voltage VC of E1.5V (Fig. 2b), completing
the list of ingredients for the nonvolatile AF-MERAM prototype.
The slightly asymmetric shape of the hysteresis loop is due to the
gate voltage range being symmetric about VG¼ 0, instead of
VG¼VGB. The temperature window, in which magnetoelectric
writing can be carried out, is limited at higher temperatures by
the collapse of antiferromagnetic order and at lower temperatures
by magnetic anisotropy15. It should be possible to widen
this writability window considerably to 4100K. The high-
temperature limit can be enhanced by doping20,21, and the lower-
temperature limit by applying higher writing voltages4,5 or by
intentionally reducing the anisotropy via doping20 (Supple-
mentary Note 1).
Table 1 contains an overview of state-of-the-art studies

of magnetoelectric functionality using magnetoelectric thin
films4–6,9,13 and single crystals7, but in both cases relying
on interfacial exchange bias with a thin ferromagnetic layer.
In addition, the AF-MERAM cell presented in this work is
included for comparison. The metrics in the overview are the
magnetoelectric film thickness t, the writing threshold (VH)C
and the coercive gate voltage VC. For integration in micro-
electronics, the latter two are of particular relevance as the circuit
voltage rating depends on them.
While exchange bias has traditionally been used to probe the

antiferromagnetic state of Cr2O3, this leads to strongly increased
magnetoelectric coercivities, especially for thin films of Cr2O3

(refs 4,5). When judging the writing threshold, all the exchange
bias systems require very large VH for isothermal magnetoelectric
switching of the AF order parameter in Cr2O3. In contrast, the
AF-MERAM approach provides a route to reduce both the
coercivity and the resulting write voltage by a factor of about
50 over exchange-biased examples (Supplementary Note 2). In
addition, AF-MERAM can be readout in permanent external
magnetic fields, whereas exchange-biased MERAM requires the
removal of the magnetic field for readout. Thus, the example here
presented opens an appealing field of AF-MERAM with ultra-low
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writing thresholds and superior stability and readability of the
magnetic information in the presence of external magnetic fields.

Discussion
The gate bias voltage of VGB � � 1V (Fig. 2) presents a key
challenge for achieving ultra-low voltage threshold switching and
ultra-high data stability. It has a detrimental effect on both
the required writing voltage and on the data stability at zero
voltage as the antiferromagnetic state develops a susceptibility to
magnetic fields, even in the absence of an electric field (VG¼ 0).
We find that the gate bias voltage is a material characteristic
in thin films of magnetoelectric antiferromagnets, and in the
following we reveal its physical origin and derive a means to
control its value.
When combining the large body of data on Cr2O3 thin-film

systems4,5,7,9,13,15,17,22–29, a coherent picture emerges: the total
magnetoelectric energy density exerting a selection pressure on
the antiferromagnetic order parameter in thin-film magneto-
electric antiferromagnets is composed of three effects that act
simultaneously:

UMEAF E;Hð Þ ¼ t� 1aVGHþ t� 1JEB þ t� 1rmm0H ð1Þ
The first term describes the linear magnetoelectric effect with its
coefficient a reported to be about 1 psm� 1 in Cr2O3 (refs 18,30).
This is the only desired effect in the context of MERAM devices,
while the other two effects are parasitic. The second term is the
influence of the exchange bias coupling strength JEB on the
antiferromagnet. While this term was typically the strongest
contribution in previous studies (Supplementary Note 3), it is
zero in AF-MERAM due to the lack of a ferromagnet. The last
term arises from a non-zero areal magnetic moment density rm
within the antiferromagnet itself, which renders the material
ferrimagnetic. This term, due to emergent ferrimagnetism, cannot
be excluded a priori. The gate bias voltage can now be calculated
from equation (1):

VGB ¼ � m0
rm
a

ð2Þ

The gate bias voltage VGB is in an intimate relation with the
magnetoelectric coefficient a and the areal magnetic moment
density rm at the onset temperature of the thermal stability of the
antiferromagnetic order. Equation (2) implies that the gate bias in
magnetoelectric field cooling experiments vanishes for perfectly
antiferromagnetic order (rm¼ 0). Its non-zero value in our
system can be used to estimate the approximate ferrimagnetic
moment density at the ordering temperature of about 21 �C,
yielding a value of rm � 0:1mBnm

� 2. Conversely, achieving a
low gate bias voltage requires that ferrimagnetism is averted.
The presence of ferrimagnetism cannot be accounted for by

any intrinsic effect within the Cr2O3 antiferromagnetic film, as all

magnetic moments, including boundary moments10,16,17, are
intrinsically compensated when accounting for all boundaries
(Supplementary Note 4; Supplementary Fig. 1). Therefore,
extrinsic effects are necessary to break the sublattice
equivalence and produce ferrimagnetism. In the following, we
present an in-depth study of extrinsic thin-film phenomena and
their influence on the emergent ferrimagnetism. Namely, we
invoke different degrees of crystalline twinning, elastic lattice
deformation, intermixing and misfit dislocation density in Cr2O3

thin films, by preparing three distinct systems with epitaxial
underlayers of Al2O3(0001), Pt(111) or V2O3(0001).

One striking result is that the gate bias voltage, and thus the
emergent ferrimagnetism, can indeed be controlled by the choice
of underlayer material. In particular, when Cr2O3 thin films are
grown on a V2O3 underlayer, ferrimagnetism is almost entirely
eliminated. Figure 3a shows a magnetoelectric field cooling map
of the V2O3-buffered system exhibiting virtually perfect EH
symmetry. As highlighted by the indicated line profiles (Fig. 3b,c),
the selection preference for a particular antiferromagnetic state
vanishes when either E¼ 0 or H¼ 0, as expected from the
pristine action of the linear magnetoelectric effect (first term in
equation (1)). The possibility to completely eliminate the gate bias
is highly relevant for AF-MERAM applications, as the AF state
can then be switched with lower voltages (Supplementary Note 5;
Supplementary Fig. 2) and is completely stable once the gate
voltage returns to zero.

Table 1 | Performance chart of MERAM systems.

Study t (lm) (VH)C (MW m� 1) VC (V) Magnetic field

Exchange bias reversal*, Cr2O3/Co/Pd (ref. 7) 1,000 240 450w Writing pulse
Exchange bias reversal*, Cr2O3/Co/Pt (ref. 5) 0.2 40 56w Writing pulse
Exchange bias reversal*, Cr2O3/Co/Pt (ref. 4) 0.5 48 105w Writing pulse
Magnetization switching, BiFeO3/CoFe (ref. 6) 0.1 — 4 Must be E0 for readout
Magnetization switching, Cr2O3/Pt (present work) 0.2 0.75 1.5 Permanent

Overview of state-of-the-art isothermal magnetoelectric switching studies using either the linear magnetoelectric effect in Cr2O3 or the multiferroic coupling in BiFeO3. The value (VH)C gives the
magnetoelectric writing threshold (product of magnetic field and voltage). The writing voltage VC allows to qualitatively compare Cr2O3-based systems and BiFeO3 systems in terms of the voltage at
which the magnetization state switches.
*Application of the writing voltage does not switch the ferromagnetic Co, but only the antiferromagnetic Cr2O3, implying that the magnetic field must be removed for readout from the ferromagnet.
wFor comparability, the writing voltages are calculated for a magnetic field of Hwrite¼0.5MAm� 1 as was used in the present study. The actual used writing voltages in these studies are similar to the
normalized values, as the magnetic fields were also similar.
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To pinpoint the specific extrinsic effect that is responsible for
the different degrees of emergent ferrimagnetism in Cr2O3 thin
films grown on different underlayers, it is instructive to correlate
the observed areal magnetic moment density and the various
growth-induced effects (Table 2). The areal magnetization is
determined via the slope of the dependence of the antiferromag-
netic order parameter selection on the magnetic field (Fig. 4c;
Supplementary Fig. 5). The gradual shape of these dependences
results from a selection tendency of uniaxial antiferromagnetic
domains according to their ferrimagnetism, averaged over the
readout electrode area. To verify that the microscopic ordering is
indeed a mixture of purely uniaxial domains, images of the
surface magnetization states after zero-field cooling (Fig. 4d) and
field cooling (Fig. 4b) were obtained by scanning nitrogen-
vacancy (NV) magnetometry31–33. This technique measures the
stray magnetic field � 50nm above the sample surface, clearly
indicating the equal presence of up- and down-domains in the
zero-field-cooled state. In contrast, field cooling predominantly
selects one of the two domain orientations that allows to calculate
the degree of ferrimagnetism in the films.
It should also be noted that measuring the gate bias voltage

VGB (Equation (2)) provides a second route to quantify the areal
magnetization rm absolutely, which is however restricted to
conducting underlayers and suffers from the uncertainty of the

value of a. Therefore, magnetization values determined via the
gate bias will not be used for the comparison of the different
underlayer materials.
Based on these data, we conclude that elastic film strain,

twinning and cation intermixing in epitaxial Cr2O3 films cannot
account for the observed degree of ferrimagnetism, as none of
these properties are correlated to the areal magnetization
(Table 2). Instead, the results suggest that the lattice mismatch
is the cause of the emergent ferrimagnetism.
The scaling relationship between the measured areal magnetic

moment density and the linear lattice misfit between Cr2O3 and
its underlayer is shown in Fig. 4a. When taking into account the
data of the three investigated systems, we find that the data align
tightly to a quadratic scaling relation (red line). Such a
relationship hints at the number of the misfit dislocations per
area being the key property determining the areal ferrimagnetic
moment density. This result leads to a picture in which the
population of the two antiferromagnetic sublattices is unbalanced
by the presence of misfit dislocations.
Such dislocations arise due to the heteroepitaxial film growth

(Fig. 4f) as the dominant defect type of the otherwise highly
coherent interface and appear within the first atomic layers of the
Cr2O3 film as evidenced by positron annihilation spectroscopy
(Supplementary Note 8; Supplementary Fig. 7; Supplementary

Table 2 | Influence of different underlayers on structural and ferrimagnetic properties of Cr2O3 thin films.

Underlayer material Twinning ratio (%) c axis compression (%) Expected miscibility Linear misfit (%) Areal magnetization qm (a.u.)

Al2O3 E2 0.0 weak þ4.0 þ0.455±0.28
Pt E50 0.18 none þ 2.8 þ0.100±0.043
V2O3 E2 0.30 strong �0.5 �0.0021±0.001

The values for the structural properties are derived in detail in the (Supplementary Note 6; Supplementary Fig. 3; Supplementary Fig. 4). The ferrimagnetic moment density values are relative values
obtained by zero-offset Hall (Supplementary Note 7; Supplementary Fig. 5; Supplementary Fig. 6). They are normalized to the approximate value for Pt/Cr2O3/Pt obtained via the gate bias voltage as of
equation (2).
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Table 1). As sketched for the case of compressive misfit in Fig. 4e,
the dislocations (orange boxes) can contain unequal populations
of spin ‘up’ and spin ‘down’ atoms if the dislocation terminates
after an odd number of atomic layers. These surplus spins are all
aligned within one domain due to the layered sublattice structure
in a-Cr2O3(0001). While the magnetic moment of atoms near
dislocations might be different from atoms in the relaxed
lattice, this picture serves to illustrate that misfit dislocations do
indeed unbalance the atomic populations in each of the two
sublattices.
Remarkably, the lattice misfit not only correlates with the

magnitude of the emergent magnetization, but also with its sign
with respect to the antiferromagnetic order parameter. This
sign change of the ferrimagnetic behavior in the case of tensile
misfit for the V2O3-buffered sample emerges naturally from
the previously introduced picture. Tensile misfit results in
atoms being skipped from the bottom boundary sublattice
instead of atoms being added. Therefore, tensile misfit results in
the top boundary magnetization being aligned along the cooling
field, while compressive misfit results in the top boundary
magnetization being aligned opposite to the magnetic cooling
field.
To quantify ferrimagnetism, we investigate the magnetic field-

induced antiferromagnetic order parameter selection with no
electric field applied (Fig. 4c), which is influenced exclusively by
the last term of equation (1). The Al2O3 buffered films are clearly
more susceptible to the magnetic field than the V2O3-buffered
films, which is in line with the substantially larger lattice misfit of
the former over the latter. Moreover, a magnetic field of the same
sign selects opposite antiferromagnetic states in the two systems,
which corresponds to the opposite sign of the lattice misfit.
In conclusion, we demonstrated reliable room temperature

magnetoelectric random access memory cells based on a new
scheme that relies purely on antiferromagnetic components and
does not require a ferromagnet for readout. This AF-MERAM
provides substantially reduced writing thresholds over conven-
tional MERAM prototypes, enabling further improvements in the
energy efficiency of nonvolatile solid-state memory and logics.
Since a permanent magnetic writing field does not interfere with
readout in AF-MERAM, this new approach extends voltage
driven writing to magnetoelectric antiferromagnets such as
Cr2O3, whereas such functionality has previously been feasible
only in multiferroic antiferromagnets such as BiFeO3 (Table 1). It
should be noted that the advantages of omitting the ferromagnet
from MERAM cells likewise apply to multiferroic antiferro-
magnets, opening an appealing field of AF-MERAM with ultra-
low writing thresholds and superior stability of the magnetic
order parameter. The concept also provides an important new
building block for the emerging field of antiferromagnetic
spintronics. While we did not investigate the speed of the actual
writing process, first prototypes of conventional MERAM could
be switched within a few tens of nanosecond5.

We use thin films of magnetoelectric antiferromagnetic
Cr2O3 as the core material and find that this material becomes
ferrimagnetic when grown as epitaxial thin films. Emergent
ferrimagnetism in thin films of magnetoelectric antiferromagnets
can be desirable34. For the application to purely antiferromagnetic
magnetoelectric elements, however, ferrimagnetism should be
minimized. Through an in-depth structural characterization,
we find that the observed degree of ferrimagnetism is correlated
with the square of the linear lattice misfit between Cr2O3

and its underlayer. This finding provides both a fundamental
mechanism for the phenomenon of emergent ferrimagnetism
and suggests a readily available tuning knob to enhance or
eliminate the magnetic field coupling of magnetoelectric antiferro-
magnets.

Methods
Sample preparation. Oxide films were grown by reactive evaporation of the base
metal in high vacuum onto c-cut sapphire substrates (Crystec GmbH) heated to
700 �C initially and to 500 �C after the first few monolayers. The background gas
used was molecular oxygen at a partial pressure of 10� 5mbar. Chromium was
evaporated from a Knudsen cell, vanadium was evaporated from a block target
using an electron-beam and platinum was sputtered from a d.c. magnetron source.
Deposition of the oxides was carried out using rates of about 0.4 Å s� 1 and was
monitored in situ by reflection high-energy electron diffraction. Oxide layers
were subjected to a vacuum annealing process at 750 �C and residual pressure of
10� 7mbar directly after growth. The thin Pt top layers were deposited at lower
temperatures of E100 �C using a higher rate of 1.0 Å s� 1 to maintain layer
continuity. Hall crosses were patterned from the top Pt layers, by SF6 reactive ion
etching around a photoresist mask.

Transport experiments. Transport was measured using zero-offset Hall10. Typical
current amplitudes were on the order of 500mA. RAM operation was carried out in a
permanent magnetic background field of H � þ 0:5MA m� 1 along the film normal.

To obtain the average AF order parameter dependence on the magnetic cooling
field, the data of the spontaneous Hall signal after cooling under a range of field
values were fitted by an expression that provides the normalization and the absolute
magnetic moment distribution of individual domain pieces within the Cr2O3 films
(Supplementary Note 7). The relative domain sizes of films with different buffer
layers were determined using zero-offset Hall by evaluating the statistics of the
domain selection within the finite-size Hall crosses (Supplementary Note 7).

The structural properties of the Cr2O3 films on different buffer layers were
characterized by x-ray diffraction and channeling contrast scanning electron
microscopy as shown in detail in (Supplementary Note 6).

NV magnetic microscopy. Scanning NV magnetometry was performed with a tip
fabricated from single-crystal, o1004-oriented diamond that was implanted with
14N ions at 6 keV, and annealed at 800 �C to form NV centres35.An external field of
2.2 kAm� 1 was applied along the NV axis (diamond o1114 crystal direction) to
induce Zeeman splitting of the NV electronic ground-state spin. A microwave
driving field was then locked to the spin transition at E2.864GHz to track the
additional Zeeman shift due to the stray field of the magnetic film surface36.
Magnetic field values for each pixel were obtained by averaging the microwave lock
frequency for 7 s.

Data availability. The data underlying the present work are available upon request
from the corresponding authors.
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Ion implantation of Mn combined with pulsed laser melting is employed to obtain two representative
compounds of dilute ferromagnetic semiconductors (DFSs): Ga1−xMnxAs and In1−xMnxAs. In contrast to films
deposited by the widely used molecular beam epitaxy, neither Mn interstitials nor As antisites are present
in samples prepared by the method employed here. Under these conditions the influence of localization on
the hole-mediated ferromagnetism is examined in two DFSs with a differing strength of p-d coupling. On the
insulating side of the transition, ferromagnetic signatures persist to higher temperatures in In1−xMnxAs compared
to Ga1−xMnxAs with the same Mn concentration x. This substantiates theoretical suggestions that stronger p-d
coupling results in an enhanced contribution to localization, which reduces hole-mediated ferromagnetism.
Furthermore, the findings support strongly the heterogeneous model of electronic states at the localization
boundary and point to the crucial role of weakly localized holes in mediating efficient spin-spin interactions even
on the insulator side of the metal-insulator transition.

DOI: 10.1103/PhysRevMaterials.1.054401

I. INTRODUCTION

One of the most specific features of magnetic semi-
conductors is the coexistence of strong exchange coupling
effects between carriers and localized spins with intriguing
phenomena of quantum localization in disordered systems.
There issues are particularly relevant to dilute ferromagnetic
semiconductors (DFSs) in which carriers mediate ferromag-
netic coupling and, at the same time, are subject to localization
[1–14]. The localization in (Ga,Mn)As can be tuned, e.g., by
varying Mn concentration [1], by isovalent-anion substitution
[15], and by nonmagnetic compensation via codoping [16].
The understanding of the interplay between ferromagnetism
and carrier localization remains in a nascent stage and
contradicting approaches are under consideration [17–19].
One of the reasons is due to a strong dependence of localization
and key magnetic properties on the concentration of poorly
controlled donor defects, such as—in the most thoroughly
studied system, i.e., (Ga,Mn)As—Mn interstitials [20] and As
antisites [21]. Another reason for the slow progress towards
a consensus is the intricate nature, even in nonmagnetic
semiconductors, of the metal-insulator transition (MIT). In
particular, characteristic length scales are too large to allow
the MIT to be treated by available ab initio methods, whereas
theoretical tools, such as the renormalization group formalism,
provide merely critical exponents and quantum corrections
brought about by diffusion poles, rather than the absolute
values of experimentally available quantities [22].

In this paper we present results of systematic charge trans-
port and magnetic studies on a series of Ga1−xMnxAs films,
together with magnetic investigations on In1−xMnxAs layers.

*y.yuan@hzdr.de

Both kinds of materials are obtained by Mn ion implantation
followed by subsequent pulsed laser melting. Neither Mn
interstitials nor As antisites are present in samples prepared in
this way [23]. Under these rather unique conditions we explore
the interplay between magnetism and quantum localization in
the Mn concentration range x from 0.3 to 1.8%, which covers
both sides of theMIT.We demonstrate in a quantitative fashion
how the system evolves with x from a paramagnetic (PM)
phase (probed down to 1.8 K), to a superparamagnetic (SPM)
material, to reach, via a mixed phase consisting of percolating
ferromagnetic clusters and superparamagnetic grains, a global
ferromagnetism (FM) without any superparamagnetism. The
absence of superparamagnetism for x � 1.4% makes our
samples, grown by PLM, different from those obtained by
molecular beam epitaxy (MBE), in which the measurement
procedure employed here reveals often a superparamagnetic
component even in films with higher x [9,12]. Furthermore,
the absence of compensation allows us to determine the
hole concentration directly from x, which provides a solid
ground to test the p-d Zener model quantitatively. We find
excellent agreement between our experimental data and the
theoretical prediction [2]. A worthwhile finding in our work is
a clear demonstration that the p-d interaction enhances the hole
localization and, thus, diminishes hole-mediated coupling.
This results in a weaker ferromagnetic signature in the range of
low Mn concentrations in (Ga,Mn)As compared to (In,Mn)As
in which hole localization is weaker.

II. EXPERIMENT

The (Ga,Mn)As and (In,Mn)As samples for this study
were prepared by Mn ion implantation into semi-insulating
GaAs and intrinsic InAs wafers, respectively, followed by
subsequent pulsed laser melting (PLM). The implantation

2475-9953/2017/1(5)/054401(9) 054401-1 ©2017 American Physical Society
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FIG. 1. Concentration profiles of Mn in (Ga,Mn)As and
(In,Mn)As determined by SIMS measurements.

energy was 100 keV, and the wafer normal was tilted by 7◦
with respect to the ion beam to avoid channeling. According
to the stopping and range of ions in matter (SRIM) simulation,
the longitudinal straggling (�RP) for the Mn distribution in
GaAs and InAs is around 31 and 38 nm, respectively. A
Coherent XeCl laser (with 308 nm wavelength and 28 ns
pulse duration) was employed to recrystallize the samples,
and the energy densities were optimized to achieve both the
highest crystalline quality and the best randomization of the
Mn distribution: 0.3 J/cm2 for (Ga,Mn)As and 0.2 J/cm2 for
(In,Mn)As [24].

Mn concentration profiles were determined by secondary
ions mass spectrometry (SIMS) technique using Cameca IMS
6Fmicroanalyser. SIMSmeasurement was performed with the
cesium (Cs+) primary beam. Mn concentrations were derived
from the intensity of MnCs+ clusters, as shown in Fig. 1.
Since theMn distribution in both (Ga,Mn)As and (In,Mn)As is
approximately Gaussian the Mn concentration relevant for the
measured TC is taken as an average value within the coherence
length (which is of the order of 5 nm) in the region around the
maximum, as TC is determined by the peak Mn concentration
in the distribution [9,15].

Magnetic properties were studied by employing a Quantum
Design MPMS XL Superconducting Quantum Interference
Device (SQUID) magnetometer equipped with a low field
option. For the thermo-remnant magnetization (TRM—the
temperature dependence of the remnant magnetization mea-
sured upon warming) measurements, the samples were cooled
down under a field of 1 kOe, then at the base temperature
the field was switched off using a soft quench of the
superconducting magnet and the system was warmed up
while collecting data. When above the magnetic critical
temperature (TC—taken here as the temperature where the
TRM vanishes), the samples were recooled to the starting
temperature at the same zero-field conditions while the
data recording was continued and entitled as spontaneous
magnetization MS. All the magnetic measurements were
carried out using an about ∼20-cm-long silicon strip to fix
the samples and the adequate experimental code for minute
signal measurements was strictly observed [25]. Temperature-
dependent transport measurements were carried out using
van der Pauw geometry in a Lakeshore Hall measurement
system.

TABLE I. The Mn concentration x, Curie temperature TC,
and characteristic temperatures of ferromagnetic grains Tσ of the
Ga1−xMnxAs samples (denoted by G) and the In1−xMnxAs samples
(denoted by I).

Sample no. Mn concentration (%) TC (Tσ ) (K)

G1 0.35 0
G2 0.66 (7.5)
G3 0.87 17 (13)
G4 1.2 31
G5 1.4 44
G6 1.8 60
I1 0.30 0
I2 0.63 (6)
I3 0.96 14 (11)
I4 1.2 23
I5 2.2 40

III. RESULTS AND DISCUSSION

We have prepared both (Ga,Mn)As and (In,Mn)As with
very low Mn concentrations, as shown in Table I. As shown
in Fig. 2(a), the perfect lattice-fringe image in the cross-
sectional high-resolution transmission electron microscopy
(HR-TEM) indicates that PLM leads to the complete epitaxial
recrystallization of the implanted region even if x is as high as
1.8%. Importantly, for the same sample, a concave curvature of

FIG. 2. Structural (a) and magnetic properties (b, c) of
(Ga,Mn)As epilayers prepared by ion implantation and PLM.
(a) A cross-sectional high-resolution TEM image of the (Ga,Mn)As
sample with 1.8% Mn points to high crystalline quality and excludes
the presence of any extended lattice defects, amorphous inclusions,
and precipitates of other crystalline phases. Temperature dependence
of magnetization (b), the character of magnetic anisotropy [inset to
(b)], and the magnitude of Curie temperature at given spontaneous
magnetization MS in our (Ga,Mn)As follow the trend established in
optimized (Ga,Mn)As films grown by LT-MBE [26].
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TRM indicates a nearly mean-field theory behavior, as shown
in Fig. 2(b). More convincing evidence to support the epitaxial
nature of (Ga,Mn)As on the GaAs substrate is the character of
magnetic anisotropy, as shown in the inset of Fig. 2(b). Due to
the compressive strain in the (Ga,Mn)As epilayer, an in-plane
magnetic easy axis is observed, as expected on the ground of
the Zener model and typically observed in (Ga,Mn)As.

The magnitude of Curie temperature (TC) in (III,Mn)V
DSFs is expected to increase with the hole density p and
the effective Mn concentration xeff [2]. The value of p is
controlled by concentrations of substitutional Mn acceptors
and compensating donors. In spatially uniform systems, xeff

is directly determined by the spontaneous magnetization
MS, and is typically smaller than x due to antiferromagnetic
interactions, for instance, between substitutional and
interstitial Mn ions [15,18]. The determined values of x

and TC are summarized in Table I. In order to compare
our TC values to TC(MS) obtained for optimized thin MBE
(Ga,Mn)As films [26,27] we take MS ∼ xN0mMn, where N0 is
the cation concentration andmMn = 4.0μB in the case of weak
compensation, small magnitude of the hole orbital moment
[28,29], and large spin polarization of the hole liquid. As
indicated in Fig. 2(c) our (Ga,Mn)As samples that show FM
characteristics follow the TC(MS) trend established for thin
films obtained by MBE and low-temperature annealing [26].

In doped semiconductors the critical carrier concentration
corresponding to theMIT is usually well described by theMott
formula [17,22]:

p
1
3
c aB = 0.26 ± 0.05, (1)

aB = e2

8πε0εrEI

, (2)

where aB is the effective Bohr radius, pc is the critical hole
concentration, e is the charge of single electron, εr is the static
dielectric constant, ε0 is the vacuum permittivity, and EI is
the impurity binding energy. For Mn in GaAs, εr = 12.9,
EI = 112.4meV, thus a critical concentration of pc ranging
from 0.7 × 1020 to 2.4 × 1020 cm−3 is obtained [17,30]. We
compare this theoretical value to the hole concentrations
in our samples assuming that each substitutional Mn atom
delivers one hole, p ∼= xN0, where N0 = 2.2 × 1022 cm−3

is the cation density in GaAs. The absence of compensation
was proved by Rutherford backscattering channelling which
showed that (Ga,Mn)As films prepared by ion implantation
and PLM are free from Mn interstitial defects [23]. Moreover,
owing to the high temperature nature of PLM, the formation
of arsenic antisite defects can also be excluded [26]. Under
these rather unique conditions we find that the values of p

spans from 8.8 × 1019 to 4 × 1020 cm−3 in samples G1 to G6,
respectively. This means, in agreement with our resistance
measurements discussed below, that our samples are probing
both sides of the MIT.

In Fig. 3, solid lines and open circles represent the tem-
perature dependent TRM and sheet resistance, respectively.
The resistance in the G� range of sample G1 [Fig. 3(a)]
indicates a robust localization of carriers. The conductivity
can be described as variable range hopping via a Coulomb

FIG. 3. The interplay between localization and magnetism in
(Ga,Mn)As in the vicinity of metal-insulator transition. Temperature
dependence of remnant magnetization (lines, left axis) and sheet
resistance (circles, right axis) of (Ga,Mn)As (samples G1-G5). The
inset to (b) shows ZFC and FC curves for sample G2 in a field
of 50 Oe. Upon increasing Mn concentration, together with the
emergence of metallic conductivity, differences between spontaneous
magnetization (MS) and thermoremnant magnetization (TRM) get
reduced. This indicates that the long-range global ferromagnetic order
gradually replaces the mesoscopic ferromagnetic order when hole
localization diminishes.

gap [31] with a characteristic energy of 3.4 meV in the
whole temperature range, as shown in Fig. 4. There is no
detectable remnant magnetization in this sample, indicating
that the FM coupling does not develop for such a low x value
above 2 K—the sample is in a paramagnetic state.

However, clear indications of FM coupling are seen for the
remaining sampleswith x � 0.66%.Namely, all these samples
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FIG. 4. (a) Temperature dependence of resistivity ρ in (Ga,Mn)As in the absence of an external magnetic field. The results are shown
as ln(ρ) vs T −1/2. In samples G1 and G2, the linear dependence dominates across the whole temperature range, supporting the crucial role
of hopping mechanism in the electronic transport. However, in other samples with higher Mn concentrations, the conduction mechanism
significantly changes, as magnified in (b).

show the existence of TRM, whose thermal properties change
significantly with x. In particular, upon increasing x the TRM
vanishes at progressively higher temperatures. Furthermore,
the TRM curvature changes from a convex for sample G2 with
x = 0.66%, through a mixed case for sample G3, to a concave
one for larger x. Remarkably, hand in hand with these changes
a spontaneous magnetization MS becomes visible when the
sample is cooled back at the same zero-field conditions under
which the TRM was measured. This ferromagnetic response
MS: (i) appears on cooling at exactly the same temperature TC

at which the TRM shows up, and (ii) MS follows the TRM
only when the TRM’s curvature is concave, otherwise the MS

trails below the TRM. As detailed below, information encoded
in TRM and MS(T ) measurements proves sufficient to assess
the magnetic constitution of the studied layers.

Sample G2with x = 0.66% is the lowest-x layer exhibiting
a nonzero TRM. This is indicative that FM coupling is
present here, but the rapid increase of the resistivity at low
temperatures, despite four orders of magnitude lower values
than in sample G1, still points to a sizable localization that
precludes a long-range (global) ordering mediated by itinerant
holes. Indeed, this is the case—the FM coupling is maintained
only over a nanometer-range distance.

To substantiate the claim above we resort to low-
temperature sample cycling in a weak field of 50 Oe in the
well-established protocol of zero-field cooled (ZFC) and the
field cooled (FC) manner. The results presented in the inset
to Fig. 3(b) convince us of a granular (nonhomogeneous)
magnetic state of this sample, as the magnetic behaviour is
typical for blocked SPM ensembles of magnetic particles.
In particular, a maximum on the ZFC curve and a clear
bifurcation between ZFC and FC data are both seen at nearly
the same temperature, corresponding to the (mean) blocking
temperature TB of the ensemble. By using the standard
formula for the dynamical blocking, KV = 25kBTB, where
K , the anisotropy constant in (Ga,Mn)As, ranges between
5 000 and 50 000 erg/cm3 [30], V is the volume of the
magnetic particle, kB is the Boltzmann constant, and the
factor 25 is set by the experimental time scale—about 100 s,

in the SQUID magnetometry. This condition implies that
TB

∼= 5K corresponds to a sphere of a diameter between
8 to 20 nm, which indeed confirms a mesoscopic extent of
FM coupling in this case. Importantly, the appearance of the
granular magnetism does not result from nanometer sized Mn
aggregates or other types of short scale Mn inhomogeneities,
as their presence is excluded by the TEM analyses [see, e.g.,
Fig. 2(a)]. The presence of magnetic particles is assigned to
the fact that according to the Anderson-Mott character of the
MIT—occurring primarily due to localization of band carriers
by scattering—the carriers’ localization radius increases only
gradually from the Bohr radius in the strong localization
limit, p → 0, toward infinity at the MIT, p → pc [2,6,17,22].
Thus, a magnetic nanoscale phase separation, driven by carrier
density fluctuations, is present in the vicinity of the localization
boundary. In such a case FM grains are embedded in the
PM host background, as observed experimentally [9,12]. At
the same time, the presence of randomly oriented nano-sized
magnetic grains gives rise to efficient spin-disorder scattering
of carriers. This enhances localization at B = 0 and leads
to a colossal negative magnetoresistance when a magnetic
field is applied to polarize the nanosized ferromagnetic
component. Such a colossal negative magnetoresistance has
been observed for sample G2 as shown in Fig. 5(a) and also
in donor-compensated (Ga,Mn)As MBE films with higher Mn
concentrations [1,32].

Due to the absence of a long-range magnetic coupling
in sample G2, the concept of a Curie temperature as the
temperature of the thermodynamic phase transition is not
appropriate. However, from our measurements we can assess
a temperature up to which the magnetic particles survive, Tσ .
From Fig. 3(b) we get Tσ

∼= 7K, that is where the TRM
vanishes. Finally, we want to point out that no spontaneous
moment is observed on cooling at H = 0 across Tσ . This is
yet another strong indication of the mesoscopic scale of the
magnetism in this case. On cooling without an external field
the magnetic moments of the grains get blocked in random
orientations yielding zero net magnetization, although at the
remanence it is considerably larger.
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FIG. 5. Temperature- and field- dependent resistance in two
(Ga,Mn)As samples. In the superparamagnetic sample G2, the
resistance at 5 K gets reduced by 95% in 8 T, and the effect results
from the suppression of hole scattering by randomly orientated FM
grains and orbital quantum localization effect. In the ferromagnetic
sample G4, the critical spin-disorder scattering of itinerant holes by
fluctuating Mn spins near TC disappears when the magnetic field is
increased to 1T.

Upon increasing the Mn concentration to 0.87%, the global
ferromagnetism with a transition temperature TC = 17K
appears, as indicated in Fig. 3(c). However, a clear gap which
opens between the TRM and MS(T ) below TC, accompanied
by a change of the TRM’s curvature to a convex one, informs
us about the presence of an additional magnetic component
possessing similar, superparamagnetic, properties to that ob-
served in sample G2. The value of the TRM-MS bifurcation
temperature, when accompanied by a change to the convex
curvature of the TRM, is another practical assessment of Tσ .

In contrast, global ferromagnetism without any
superparamagnetism is found in sample G4 with 1.2%
Mn. This is proven by the overlap of curves corresponding
to heating and cooling TRM measurements. In this sample
a characteristic hump [1,33] appears in the temperature
dependent resistance near TC = 30K. In DFSs, the hump
comes from critical spin-disorder scattering of itinerant holes
by fluctuating Mn spins near TC. Such scattering can be
suppressed by an external magnetic field [see Fig. 5(b)].
This sample exhibits a clear increase of the resistivity upon
lowering temperature, which points to its insulating character.
It means that global FM signatures set in at lower x values,
thus at lower hole concentrations than metallic behavior.

FIG. 6. Quantum localization-induced negative magnetoresis-
tance inmetallic (Ga,Mn)As. Negativemagnetoresistance is observed
at 5 K in sample G5 in the fields in which Mn spins are saturated
(open squares). A remarkably good fitting (solid line) suggests that
single-carrier orbital weak-localization magnetoresistance dominates
at low temperatures.

Both metallic behavior and global ferromagnetism are
observed in sample G5 with x = 1.4%. A weak resistance
increase at low temperature is related to quantum corrections
to conductance on themetallic side of theMIT, associated with
disorder-modified carrier-carrier interactions [6,34]. On the
other hand, as shown in Fig. 6, the negative magnetoresistance
at low temperatures T � TC in this sample can be well fitted
within the single-electron quantum localization scenario [35].

�ρ(B)

ρ0
≈ −�σ

σ
= −nV e2C0ρ0(eB/h̄)

1
2

2π2h̄
, (3)

where C0 ≈ 0.605, ρ is the resistivity and σ is the electrical
conductivity, and nV/2 is the number of spin subbands
contributing to charge transport. The fitted value nV = 1.6
indicates that at least three subbands are occupied.

The evolution of magnetism with x, as determined for our
samples, is illustrated schematically in Figs. 7(a)–7(d). The
normalized magnetization per Mn atom is calculated from the
magnetization divided by the integrated number of all Mn
atoms in the layer. The magnetization has been measured at
5 K and 2 T to saturate both the SPM and FM components.
The results are displayed in Fig. 7(e). They allow us to obtain
information on the degree of hole localization and on the
relative participation of the ferromagnetic component.

Because of the low Mn and hole concentration
p = 8.8 × 1019 cm−3 only paramagnetism is observed
in sample G1 for which the normalized magnetization is
determined to beM = 2.8μB/Mn. This value allows us to find
out whether the holes are in the strongly or weakly localized
regime in this sample. In the former case, the holes are
localized on parent Mn acceptors and the magnetic moment
per Mn atom can be calculated from the Brillouin function,

M = JgμB

[
2J + 1

2J
coth

(
2J + 1

2J
x

)
− 1

2J
coth

(
1

2J
x

)]
,

(4)

x = JgμBH

kBT
, (5)
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FIG. 7. Descriptions of the transition from the paramagnetic to
ferromagnetic phases in (Ga,Mn)As. (a–d) A schematic diagram of
the evolution of magnetic order in (Ga,Mn)As with increasing Mn
concentration. (e) Mn-concentration dependent magnetization in the
paramagnetic (circle), superparamagnetic (star), and ferromagnetic
(squares) samples measured under a field of 2 T at 5 K. The
normalized magnetization per Mn atom was determined by dividing
the magnetization by the total number of Mn ions obtained by
integrating the distribution of the Mn concentration.

where J = 1 and g = 2.77 [36]. This formula leads to
M = 1.6μB/Mn at 5 K in 2 T, which implies that the
model of strong localization is not applicable for this Mn
concentration in question. On the other hand, according to
Eq. (4) the M = 2.7μB for J = 5/2 and g = 2.0, which is
close to the established value of 2.8μB/Mn in sample G1.
This is consistent with the fact that in the weakly localized
regime, in which holes reside in the valence band, the degree
of the hole spin polarization is small, as the Fermi level is
about 80 meV below the valence band top whereas the valence
band spin splitting is below 12 meV [37].

In the SPM sample G2 M = 3.4μB/Mn is obtained,
indicating that not all Mn spins contribute to the detectable
magnetic moment as depicted in Fig. 7(b). Such a value
can be used for quantitatively evaluating the electronic
phase separation between the ferromagnetic and paramagnetic
phases in this (Ga,Mn)As system. For sample G2, M =
3.4μB/Mn implies a mixture of the nanosized hole-rich
ferromagnetic phase and the paramagnetic matrix with only
very few holes. Therefore, the values of 4 and 2.8μB/Mn
in the ferromagnetic and paramagnetic regions, respectively,
can be used to quantitatively calculate the composition of
each phase according to 4μB (1 − y) + 2.8μBy = MMn,where

FIG. 8. Curie temperatures TC (full points) and SP temperatures
Tσ (empty triangle) in Ga1−xMnxAs. The solid line shows the
prediction by the p-d Zener model for Ga1−xMnxAs assuming the
absence of compensating donors. The dependence of the TC(Tσ ) on
Mn content matches the Zener model prediction for both SPM and
FM (Ga,Mn)As samples.

y is the percentage of the paramagnetic phase, i.e., of the
component without ferromagnetic coupling, and M is the
measured value in Fig. 7(e). As the Mn density increases,
the percentage of paramagnetic Mn is gradually decreasing:
From 100% in sample G1, through 47% in sample G2, finally
gets saturated at around 0% in samples G3–G6. The results
correspond to the electronic picture given in Figs. 3 and 7;
i.e., the inhomogeneity of the ferromagnetism in the sample
in the MIT regime directly comes from the electronic phase
separation. Note that, since the implanted Mn atoms are not
distributed in a rectangular fashion, but exhibit a Gaussian
shape, a tail with lower Mn concentrations always exists in all
samples. However, only a small part of the superparamagnetic
phase is seen throughTRMmeasurements in the ferromagnetic
samples G4 and G5 [see in Figs. 3(d) and 3(e)], indicating the
tail with low Mn concentration is negligible.

It is interesting to compare the experimental values of TC

and Tσ to the expectations of the p-d Zener model. As shown
in Fig. 8, there is good agreement between the measured and
computed values for both insulating andmetallic samples. This
finding substantiates the applicability of the p-d Zener model
for the description of ferromagnetism mediated by itinerant
holes as well as by weakly localized holes.

The versatility of ion implantation allows us to compare
(Ga,Mn)As with (In,Mn)As. Previous studies of (In,Mn)As
films obtained by MBE [38,39] and ion implantation [40,41]
with relatively large Mn concentrations show lower TC

compared to (Ga,Mn)As, in agreement with theoretical expec-
tations [2,37]. According to our results presented in Fig. 9,
an evolution from the paramagnetic phase to the global
ferromagnetic state which takes place in (Ga,Mn)As with
increasing x is also observed in (In,Mn)As samples obtained
by ion implantation and PLM.

Only paramagnetic behaviour is observed in sample I1 with
x = 0.30% like in the (Ga,Mn)As sample with x = 0.35%. In
sample I2, both TRM and a bifurcation between ZFC and
FC coimply the SPM character, as in the case of sample
G2. When the Mn concentration reaches 0.96%, the TRM
measurement points to the coexistence of superparamagnetism

054401-6

28 Selected Publications



INTERPLAY BETWEEN LOCALIZATION AND MAGNETISM . . . PHYSICAL REVIEW MATERIALS 1, 054401 (2017)

FIG. 9. The transition from the PM, via SPM, to FM phase
in (In,Mn)As samples at the MIT regime. Temperature dependent
thermo-remnant magnetization of (In,Mn)As samples of (a) I1, (b)
I2, (c) I3, and (d) I4. The inset to (b) shows the temperature dependent
magnetization under a field of 30 Oe after field cooling (FC) and zero
field cooling (ZFC) for sample I2.

and long-range ferromagnetism, which is similar to the case of
the (Ga,Mn)As sample with x = 0.87%.Upon further increase
of x to 1.2%, global ferromagnetism dominates, similarly to
(Ga,Mn)Aswith the same x. Due to the narrow bandgap nature
intrinsic InAs substrates needed for these studies are highly
conductive, thus preventing magneto-transport measurements
for thin (In,Mn)As layers. However, as established previously
[38,39], electrical properties of ferromagnetic (In,Mn)As pre-
pared on insulating GaAs are similar to those of (Ga,Mn)As.
The negative magneto-resistance and anomalous Hall effect
of (In,Mn)As are observed as in (Ga,Mn)As [38,39,42]. In
Ref. [42], the authors also discussed the possible magnetic
phase separation due to inhomogeneous distribution of accep-
tor impurities.

The Curie and SPM temperatures, TC and Tσ , respectively,
of a series of (Ga,Mn)As and (In,Mn)As samples with
sequentially increasing Mn densities are shown in Fig. 10.
Interestingly, an approximately linear dependence of Max

FIG. 10. Influence of the p-d coupling strength on magnetic
properties of (Ga,Mn)As and (In,Mn)As. The dependence of theCurie
and superparamagnetic temperature (TC and Tσ , respectively) on the
Mn atom density for (Ga,Mn)As and (In,Mn)As. The dashed and
dotted lines are linear guides for eye for (Ga,Mn)As and (In,Mn)As,
respectively. The crossing of two lines, and the higher and lower
TC/Tσ in (In,Mn)As at low and high x regimes, respectively, result
from weaker p-d coupling in (In,Mn)As compared to (Ga,Mn)As.

[TC,Tσ ] versus the Mn concentration is found for both
materials, however, with differing slopes. In the regime
of N � 1.9 × 1020 cm−3, the (Ga,Mn)As samples exhibit a
lower TC or Tσ at given Mn concentrations, i.e., weaker
ferromagnetism compared to (In,Mn)As,while in the regime of
N > 1.9 × 1020 cm−3, higher Curie temperatures are observed
in (Ga,Mn)As. This remarkable observation substantiates
experimentally the dual role of p-d exchange coupling in
DFSs, as discussed theoretically previously [43]. Deeper in
the metallic regime, a larger p-d interaction makes the hole-
mediated ferromagnetism stronger, so that TC in (Ga,Mn)As is
higher than in (In,Mn)As, as observed previously [1,26,38,39].
However, in addition to controlling ferromagnetic coupling,
a larger p-d hybridization shifts the MIT to higher hole
concentrations, the effect being stronger in (Ga,Mn)As than in
(In,Mn)As in which the bond length is longer. The enhanced
hole localization makes ferromagnetic features weaker in
(Ga,Mn)As compared to (In,Mn)As in the limit of low hole
densities.

The interplay between localization and magnetism of
(Ga,Mn)As with high Mn concentrations was also investi-
gated by codoping either with donors [16] or with isovalent
anions [15]. The reduction of TC was observed together
with stronger carrier localization. In our current work, we
focus on (Ga,Mn)As and (In,Mn)As with very low Mn
concentrations. In addition to the decreasedTC upon enhancing
carrier localization [15,16], we find that the superparamag-
netic phase in insulating (Ga,Mn)As and (In,Mn)As is not
associated with the presence of compensating donor defects
but is an intrinsic property originating, presumably, from the
electronic phase separation specific to the Anderson-Mott
localization.

IV. CONCLUSIONS

Through combining systematic studies of electrical and
magnetic properties, we have presented experimental evidence

054401-7

Annual Report IIM 2017, HZDR-084 29



YE YUAN et al. PHYSICAL REVIEW MATERIALS 1, 054401 (2017)

supporting the heterogeneous model of electronic states
at the localization boundary in (Ga,Mn)As and (In,Mn)As
without compensating donors. A transition from an insulating
(hopping) to a metalliclike conductance is observed, which is
accompanied by a gradual build-up of long-range magnetic
coupling, as well as by an increase of the Curie temperature.
The p-d Zener model prediction is consistent with the
measured TC values in metallic samples as well as with the
magnitudes of TC and Tσ on the insulator side of the transition,
where the ferromagnetic coupling ismediated byweakly local-
ized holes. Furthermore, in the limit of low Mn concentration
the interplay between localization and magnetism results in
more robust ferromagnetic signatures in (In,Mn)As compared
to (Ga,Mn)As in which the stronger p-d coupling enhances
localization.
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1. Introduction

Beams of energetic ions and electrons are powerful 
tools to change the morphology and properties of both 
bulk [1, 2] and nano [3–5] materials. This is particularly 
relevant to two-dimensional (2D) systems, as their 
‘thickness’ is smaller than the ranges of even low-
energy particles, so that the whole structure can easily 
be treated, as opposed to macroscopically large objects 
where much higher energies of electrons and especially 
ions are required, and the effects of irradiation on 
sample morphology are spatially nonuniform.

The very nature of 2D materials, which consist of 
only surface, also opens new routes for ion and elec-
tron beam engineering of their structure and proper-
ties through controllable introduction of defects [6]. 
In addition to ‘direct’ methods of nanomaterial pro-
cessing such as cutting the target by atom sputtering 
[7–13], changing its stoichiometry [14, 15], welding 
system parts [16, 17] by creating reactive defects at 
their surfaces, or impurity atom implantation [18–20],  

beam-mediated techniques can be used when irra-
diation is combined with exposure to precursor gases, 
similar to bulk systems [21]. For instance, atoms can 
be sputtered away from a 2D material, followed by an 
exposure to chemical species which fill the vacancies, so 
that impurities can be introduced into the system with 
a high spatial resolution if focused beams are used. The 
precursor gas can also be added during the irradiation, 
and the beam will break gas molecules thus providing 
reactive species. Examples of post-synthesis beam-
mediated treatments of 2D materials include doping of 
hexagonal boron nitride with carbon [22], or graphene 
with metal atoms [23].

Experiments [24–26] and simulations [27, 28] 
indicate that the response of 2D targets to irradiation 
is different in many ways from that of bulk materials. 
Deposition of the energy by the energetic particle and 
its redistribution can also be different in systems with 
reduced dimensionalities [4], which may affect defect 
production, and thus justifies investigations of irradia-
tion-induced phenomena in 2D targets.
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So far, most of the ion irradiation studies on 2D 
materials have been done for graphene, a monoatomic 
solid, and much less is known about the response of 
other 2D systems to ion beams. Specifically, the behav-
ior of 2D transition metal dichalcogenides (TMDs), 
which are composed of atoms of several types, under 
ion irradiation has not been studied systematically. At 
the same time, these materials are of particular inter-
est, since they have already shown appealing potential 
for nanoelectronics, photonics, catalysis, and energy 
applications due to a unique combination of electronic, 
optical, and mechanical properties [29–32]. New func-
tionalities can also be added to 2D TMDs by using irra-
diation directly or by attaching molecules and atoms 
to vacancies. Indeed, first experiments [33] showed 
that the transport characteristics of a MoS2-monolayer 
(ML) field effect transistor can be modulated via irra-
diation with swift heavy ions. A similar technique has 
been used for defect engineering in single- and few-
layer of MoS2 [34]. The experimental results on the 
bombardment of MoSe2 and WSe2 MLs using a helium 
ion microscope indicated that the ion beam changes 
the electronic structure, shifts optical response towards 
the visible region and even increases the elastic Young’s 
modulus [35, 36]. The presence of magnetic ordering 
in proton-irradiated bulk MoS2 samples was recently 
reported [37] indicating that spin-polarized transport 
and magnetism can be realized in 2D TMDs. Further-
more, the possibility of selective desulfurization of 
MoS2-ML through a low-energy argon ion irradiation 
[38] and the post-growth tuning of band gap in MoS2-
ML by substitution of top-layer sulfur atoms with sele-
nium atoms [39] has been demonstrated. It has also 
been shown that the stoichiometry of few-layer MoS2 
flakes can be changed by He ion irradiation, and rib-
bons about 9 nm wide can be produced [40].

To fully leverage the opportunity of irradiation 
treatment of 2D TMDs, it is imperative to understand 
the response of these materials to impacts of energetic 
particles and find optimum parameters, such as particle 
energies, angles, ion mass, etc for efficient atomic struc-
ture engineering using ion bombardment. To this end, 
atomistic computer simulations are an indispensable 
tool for getting microscopic insights into defect pro-
duction mechanisms in solids under irradiation [41]. 
At the same time, while the behavior of MoS2, the most 
wide-spread member of the TMD family, under elec-
tron beam has been addressed [42], there is no theor-
etical data on the production of defects in these systems 
under ion irradiation.

Here, we assess the effects of ion irradiation on 
suspended MoS2-ML by using analytical potential 
molecular dynamics (MD) simulations combined with 
density-functional theory (DFT) methods. We char-
acterize the types and assess the abundance of point 
defects which appear in MoS2 under irradiation with 
various noble-gas ions in a wide range of ion energies. 
We demonstrate that the ratio of the atoms sputtered 
from upper and bottom sulfur layers can be tuned by 

choosing the appropriate energy and incident angle of 
the ion beam. Finally, we show the possibility for engi-
neering mixed MoSX compounds where X are chemical 
elements from group V or VII, and discuss the prop-
erties of such systems and lateral MoSX-MoS2 hetero-
structures.

2. Methods

2.1. Molecular dynamic simulations of ion 
irradiation
The LAMMPS package [43] is used to perform 
all classical simulations. A 2D periodic boundary 
condition is applied parallel to the basal plane of MoS2. 
All structures are fully optimized using a nonlinear 
conjugate gradient energy minimization method 
available in LAMMPS. The interaction between ions 
(noble gas) and MoS2-ML was constructed by the 
Ziegler–Biersack–Littmark (ZBL) universal repulsive 
potential [44] for modeling energetic collisions, which 
can accurately describe the interaction between atoms 
at small separations (<1 ̊A). We have used an adaptive 
time step for impact simulations as implemented in 
LAMMPS . Using this method, the time step is defined 
depending on the velocity of fastest moving atoms 
in the system, varying from almost one attosecond 
to one femtosecond. The ion irradiation simulations 
were carried out using a MoS2 supercell containing 
1254 atoms. This supercell corresponds to the ×11 19 
unit cells of the ideal lattice with dimensions of about 
×60 60 ̊A2 in a rectangular representation (figure 1(a)).  

As strain is known to affect the response of 
nanomaterials to irradiation [45, 46], the supercell 
size was carefully optimized. The impact points for ion 
irradiation were randomly/uniformly selected within 
the minimum irreducible area of the lattice (figures 1(b)  
and S1). Our benchmark calculations for both uniform 
and random impact distribution showed that a 
minimum of 150 impact points can give very similar 
statistics from MD simulations (see figure S1). In order 
to adequately model the distribution of the energy 
brought in by the ion into the system and the evolution 
of the atomic structure after the impact, the system was 
quenched to zero temperature during a time period of 
10 ps using a Nosé–Hoover thermostat. We performed 
4896 independent simulations for each ion and angle 
that resulted in a total number of ∼150 000 simulations.

2.2. Electronic structure and transport calculations
Density-functional theory (DFT) calculations with 
the PBE [47] exchange-correlation functional have 
been carried out using the Atomistix ToolKit (ATK) 
code [48]. An SCF convergence tolerance of 0.0001 
Hartree and a kinetic energy cutoff of 150 Hartree 
have been used for the calculations. A vacuum space 
of 30 Å was set normal to the layer for avoiding 
any artificial interaction between the layer and its 
periodic images. The Brillouin zone (BZ) of the unit 
cell system and the transport model were sampled 
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using × ×7 7 1 and × ×1 5 100 k points, respectively. 
The electron transport calculations were performed 
using the DFT method in conjunction with the non-
equilibrium Green’s function (NEGF) [49] approach 
as implemented in ATK. Poisson equation was solved 
using a fast Fourier transform solver in a self-consistent 
manner. The NEGF method has already been applied 
to study electron transport in various TMDs [50, 51].

3. Results and discussion

In order to get microscopic insights into defect production 
under ion impacts in free-standing MoS2-ML,  
we carried out MD simulations as described in the 
Methods section. We considered the limit of low 
energies of ions when nuclear stopping dominates over 
electronic stopping. The simulation setup is shown in 
figure 1, which also presents the minimum irreducible 
area (the red triangle) used in ion impact simulations. 
We addressed low-dose irradiation, so that it was 
assumed that there is no cumulative effect originating 
from impacts of several ions into the same area.

We first assessed the ability of the interatomic 
potentials available for MoS2-ML to describe atomic 
structure and energetics of point defects. We systemati-
cally calculated formation energies for different point 
defects using four available potentials [52–56] for 
MoS2-ML and compared those to the energies obtained 
using DFT calculations [57]. These results are shown 
in figure 2. We analyzed 8 types of point defects, with 
most of them being observed in transmission electron 
microscopy (TEM) experiments [6, 42, 58, 59].

The formation energies of defects were calculated 
as: μ= − +E E Ef Xdef bulk , where Ebulk and Edef are the 
energies of the pristine system and defect containing 
supercell. μX represents the chemical potential of the X 
species, which is taken as the energy of the isolated atom 
(group). Such a choice of the chemical potentials is the 
most adequate for the physical problem we consider. 
By default μ = 0X  in analytical potential calculations 
for all isolated atoms, and the DFT values are also close 
to zero, μ < 0.1X  eV.

Among the considered potentials, the many-body 
reactive empirical bond-order (REBO) [52] and Still-
inger–Weber (SW) 2013 potential [54] provide the 
best agreement in comparison to the DFT results [57]. 
The formation energy of single S vacancies as obtained 
from REBO in our calculations also agrees with the 
previously reported values [60], while the SW 2013 
potential underestimates it by some 20% giving rise to 
a shift in ion threshold energies for defect production, 
as discussed below. As another important test, we also 
calculated the difference in energy between the 1T and 
2H phases of MoS2. The SW 2013 potential gives a bet-
ter description of the phases, while REBO underesti-
mates the energy difference (table S1). Another feature 
of the SW potential is that it is computationally effi-
cient, being faster than REBO by a factor of 12. Based 
on the above, we conducted most of the calculations 
using the SW 2013 potential and verified some of the 
results using REBO. Using molecular dynamic simu-
lations, we also calculated the displacement threshold 
energies (Td) for Mo and S, i.e. the minimum kinetic 
energy required to transfer to S/Mo atom in order leave 

Figure 1. (a) Schematic illustration of the setup for ion irradiation simulations of MoS2-ML. Molybdenum and sulfur atoms are 
shown in blue and yellow, respectively. (b) Definition of the minimum irreducible area (the red triangle) used for ion impacts.  
(c) A typical atomic structure of the target after an impact of an Ar ion with an energy of 254 eV and normal incidence (θ = 0). Black 
dashed circles represent single S vacancies, the blue dashed circle shows a Mo vacancy and red atoms display S atoms with trigonal 
symmetry configuration, as in the T phase.
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its position in the system in a binary collision. The dis-

placement thresholds for the SW potential were found 

to be =T 5.0d
S  eV and =T 31.7d

Mo  eV for sulfur and 

molybdenum, respectively. The results are in line with 

the energies previously obtained using DFT [42], as 
shown in table S2.

Figure 3 presents the average number of sputtered 
target atoms as a function of ion energy ranging from 
10 eV to 1000 keV. Mostly S vacancies are produced, 
including single and double vacancies with two missing 
S atoms on top of each other. This is consistent with the 
results of early experimental studies of MoS2 surfaces 

Figure 2. Comparison between formation energies of various type of defects calculated using DFT and empirical potentials. 
Different types of defects in MoS2-ML, from left: vacancies (I)–(III), antisites (IV)–(VII), and the Mo–Mo split interstitial (VIII). 
Black dashed circles show the position of the defect.

Figure 3. Upper panels: average numbers of sputtered atoms in MoS2-ML as functions of ion energy and incident angle for He (a) 
and Ar (b) ions. Lower panels: the corresponding numbers of S vacancies produced in the upper layer (VS (u)), the lower layer  
(VS (l)) and Mo vacancies (VMo) for He (c) and Ar (d).
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subjected to ion irradiation [61, 62]. S adatoms and S 
atoms displaced from the H to the distorted T positions 
shown in red in figure 1(c) were also rather common, 
but our MD simulations indicated that these defects 
should not be stable on macroscopic time scales even 
at room temperature.

Sputtering yield initially grows with ion energy up 
to a maximum value and then decreases, contrary to 
bulk targets where the total amount of damage is pro-
portional to particle energy. The drop in the number 
of defects (average number of defects per ion impact) 
produced in 2D systems at high energies is due to the 
absence of collisional cascades in atomically thin tar-
gets, as shown for graphene [27] and h-BN [63], and a 
smaller cross section for energy transfer from the ion 
to the recoil atom at high ion energies[4]. The number 
of defects created in MoS2-ML due to ion impacts also 
follows this trend. The data for other ions (Ne, Kr, and 
Xe) is shown in figure S2. It can be seen that the mini-
mum ion energy for defect production (Emin) depends 
on ion mass. This should be immediately clear from the 
kinematic factor describing a head-on binary collision 

( ) /= +E T m m m m4d i t i tmin
2 , where Td is the S atom 

displacement energy, and mi (mt) represent ion (target 
atom) masses.

The results presented in figures 3 and S2 indicate 
that the incident angle (θ) has a significant effect on 
defect production. In general, the number of sputtered 
atoms increases with θ. The peak in the sputtering yield 
versus ion energy curve shifts towards higher ener-
gies with tilting the ion beam direction from normal, 
as larger incident angles increase the projected atomic 
density of the target in the ion direction.

In order to better characterize defect production 
in MoS2-ML under ion irradiation, single vacancies 
produced by ion impacts were divided into 3 main cat-
egories: S vacancy in the upper layer, Mo vacancy and S 
vacancy in the lower layer. As evident from figures 3 and 
S2, the probability for S vacancies to appear is signifi-
cantly higher than that for Mo vacancies due to much 
higher threshold displacement for Mo than S. As for S 

vacancies, the ratio of the defect numbers in the upper 
and bottom layers depends on ion energy and atom 
types. At low energies of the ions, vacancies are mostly 
created in the upper layer, as more energy is required 
for the ion to pass through the system and collide with 
a S atom in the bottom layer. The same is true for the 
energy transfer mechanism involving several atoms. 
The ratio also depends on the incident angle as shown 
in figure 4. At large angles and low ion energies, vacan-
cies are produced mostly in the upper layers, then the 
trend changes. The effect is more evident for lighter 
ions. Two examples of sputtering from upper and lower 
S layers under the ion irradiation are shown in Movies 
M1 and M2 (supplementary information (stacks.iop.
org/TDM/4/025078/mmedia)).

An interesting feature of the relationship between 
sputtered atoms and ion energy is the presence of two 
maxima clearly visible for light ions. Such features have 
not been observed for 2D materials composed of atoms 
of the same type (graphene) [27] or atoms of roughly 
the same mass (h-BN) [63]. The analysis of the atom 
trajectories indicates that several mechanisms contrib-
ute to production of defects in this two-component 
solid with Mo atoms being much heavier than S: (1) 
direct collisions of He ions with S atoms, collisions 
with Mo, followed by energy transfer from the recoil 
Mo atom to S atoms under Mo, and (2) collisions of 
the backscattered He ions with the S atoms in the upper 
layer.

In order to fully understand the response of MoS2-
ML to ion bombardment, we calculated the cross- 
sections for defect production of single Mo and S vacan-
cies in MoS2-ML as functions of incident ion energy for 
various ions (see figures 5 and S3). In the binary collision 
calculations, shown in figure 5(a), the cross section (σ) 
can be obtained via calculation of the maximum impact 
parameter (ρ) for which the ion transfers enough energy 
to displace the recoil atom (displacement threshold). 
Accordingly, the cross section is simply evaluated as 
σ πρ= 2. Figure 5(b) presents cross sections for various 
ions. Figure 5(c) shows the number of sputtered atoms 

Figure 4. (a) Average numbers of S and Mo vacancies in the upper and lower S layers in MoS2-ML as functions of He ion energy. 
The incident angle (θ) is 40 degrees. (b) The same quantities for impacts of 250 eV Xe ion as functions of ion incident angle. Note the 
asymmetry in defect production.
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for normal incidence of He ions along with the cross sec-
tions for S and Mo atoms. The peak positions and cross 
section onsets correlate with each other, especially if we 
account for the additional energy loss of the imping-
ing ions, which was evaluated as the energy difference 
between the initial energy of ion and the energy after the 
first collision with target atoms. By comparison between 
figures 4(a) and 5(c), one can clearly see that the first 
peak is mostly governed by sputtering of atoms from the 
upper S layer while the second peak is caused by sputter-
ing of the lower S layer.

The shapes of the curves for other ions considered 
can also be understood through a combination of the 
system geometry (tri-layer structure) and the above 
mechanisms, as illustrated for Ar in figure 5(d), but 
the shift in the onset of defect production is more pro-
nounced due to a larger fraction of the kinetic energy 
of the ion being transferred to other target atoms. Our 
results are also consistent with the experimental results 
showing that He ion irradiation of bulk MoS2 creates 
similar but smaller nanostructures in comparison to Ar 
ions with the same energy [64].

MD simulations using the REBO potential for 
all ions with normal incidence gave similar results, 
as shown in figure 6. The sputtering yield agrees very 
well with the results obtained using the SW potential 
implying the reliability of our approach. The displace-
ment thresholds for S and correspondingly the onset 
energies (when defects appear) are slightly higher in 
the calculations using the REBO potential than the val-
ues obtained from SW potential. This correlates with 

higher formation energies for S vacancies in REBO as 
compared to SW (see figure 2).

Different numbers of S vacancies produced in the 
upper and bottom layers of MoS2-ML by energetic 
ions under specific conditions not only confirm that 
the preferential sputtering from one side of the MoS2 
sheet can be achieved, as already experimentally dem-
onstrated [38, 39], but also indicate that MoS2-ML 
can be selectively patterned with a high spatial resolu-
tion if focused ion beams can be used, e.g. in the He 
ion microscope [65]. If additional species are added 
during irradiation or after without exposing the sam-
ple to air, the missing S atoms can be substituted with 
other chemical elements, as schematically illustrated in  
figure 7(a). One can expect that in addition to S 
homologs Se and Te, other chemical elements can be 
used, and materials with different electronic properties 
can be manufactured.

To explore this scenario, we studied energetics and 
electronic properties of single layers of a mixed system, 
when S atoms on one side of the MoS2 sheet are substi-
tuted with atoms from group V or VII. Both H and T 
phases were studied and the range of species is shown 
in figure 7. To access the stability of such compounds, 
we calculated cohesive energies (energy needed to dis-
sociate the material into its individual constituent) by 
= −ΣE E N Ex xcoh tot , where Nx is the number of indi-

vidual constituents, Etot and Ex are the total energy of 
the system and energy of its component parts, respec-
tively. The energies proved to be negative and for sev-
eral compounds comparable to that of MoS2-ML,  

Figure 5. (a) Scattering cross section (σ) of a particle of mass mi (ion) approaching the nucleus of mass mt (S or Mo) with an impact 
parameter (ρ) (b) Cross-section for S (solid) and Mo (dashed) vacancy production in MoS2-ML as a function of incident ion energy 
for various ions. ((c) and (d)) Comparison between the cross section and sputtering yield for single Mo and S vacancy. The black 
arrow denotes the shift in the yield maxima, which is consistent with the values of ion energy loss obtained from MD simulations.
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indicating that the mixture compounds should be at 
least metastable, figure 7(b).

We also calculated the energy difference between 
the mixed and segregated compounds, which are pro-
vided in table S4. It proved to be of the same order of 
magnitude (about or less than 0.1 eV per formula unit) 
as for the MoSSe system, that was experimentally real-
ized, which may serve as another piece of evidence 
that the mixed material should be stable and will not 
spontaneously segregate into two compounds. There-
fore, such 2D alloys can be manufactured via a post-
synthesis procedure including vacancy production and 
atomic substitution under ion beam. Among consid-
ered compounds, MoSF was found to be energetically 

most favorable in accord with the recent experimental 
data showing the high stability of doped MoS2 sam-
ples with F-containing groups [66]. We stress that the 
mixed materials may be metastable with respect to dis-
sociation into pure components, but they still could be 
manufactured, as ion-beam mediated engineering does 
not assume that the material is always in the thermody-
namic equilibrium.

To get further insights into the electronic proper-
ties of the mixed compounds, we have analyzed the 
electronic structure of MoSF, presented in figures 7 
and S4. Our band structure calculations showed that 
MoSF is a metal, see the inset in figure 7(b). Since 
F has an extra electron as compared to S and can be 

Figure 6. (a) Comparison between average numbers of S and Mo atoms sputtered from MoS2-ML under normal incidence Ne 
irradiation. (b) The number of sputtered S atoms under Ar and Xe ions as calculated using the SW (solid line) and REBO (dashed 
line) potentials.

Figure 7. (a) Schematic illustration of ion-beam mediated production of mixed MoSX material starting from MoS2-ML. The ion 
irradiation is used to sputter S atoms from one side of MoS2-ML, followed by an exposure to a X gas precursor. (b) Cohesive energy 
per primitive cell for the MoSX alloys where X stands for chemical elements from group V and VII. Inset: electronic band structures 
of MoS2 and MoSF alloy. The Fermi level is shifted to zero.
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referred to as n-type dopant, the metallic behavior 
can be understood by a shift of the Fermi level to the 
conduction band. This suggests that partial substitu-
tion of S with F can be used to inject electrons into the 
system, and the metallic MoSF compound can serve as 
the electrode material attached to the semiconducting 
MoS2-ML. Thus the entire device can be implemented 
on a single sheet, avoiding the severe problems of mak-
ing good electrical contacts in 2D materials. Mixed 
MoSCl and MoSBr compounds also proved to be met-
als, at least at the DFT/PBE level of theory, as shown in  
figure S5. To study the electronic properties of such a 
lateral heterostructure, we carried out electronic trans-
port calcul ations through the system where the metal-
lic MoSF compound serves as an electrode material 
attached to the semiconducting MoS2-ML, shown in 
figure 8(a). The results showed a non-linear current-
voltage similar to characteristics of a resonant tun-
neling diode. The threshold voltage of ∼0.5 V reflects 
the energy mismatch between the Fermi level of the 
metallic electrodes and the lowest unoccupied levels 
of the channel region. In addition, the I–V plot indi-
cates a negative differ ential resistance (NDR) feature 
at 1.37 V < <V 1.70bias  V with a peak-to-valley ratio 
of ∼1.3 comparable to those reported for graphene-h-
BN-graphene-based tunneling devices [67]. The NDR 
effect can be attributed to the drop in the transmission 
coefficient within the corresponding bias window (see 
figures 8(b) and (c)). This feature can be used in a num-
ber of electronic devices such as frequency multipliers 
and high-frequency oscillators.

4. Conclusion

In summary, using molecular dynamics simulations, 
we studied the production of defects in MoS2-ML 
under noble gas ion irradiation. For a wide range of 
ion energies, in the regime where nuclear stopping 
dominates, and various incident angles we showed 
that the most prolific defects which appear under ion 
bombardment are S vacancies. We demonstrated that 
the dependence of the total number of sputtered atoms 
on ion energy is qualitatively the same as in other 2D 
materials, but it has unique features related to the tri-

layer geometry of MoS2-ML and the presence of two 
types of atoms with drastically different masses. We 
anticipate similar effects to occur in ion irradiation of 
other layered TMDs due to analogy in the structural 
properties. As vacancies in TMDs have been 
demonstrated to be an effective tool to tailor the carrier 
types and optical response in these systems [68, 69], ion 
bombardment is the ideal tool to achieve that with high 
spatial resolution. We showed that depending on the 
angle of incidence, ion type and energy, S atoms can be 
sputtered away predominantly from the top or bottom 
layers, creating unique opportunities for engineering 
mixed MoSX compounds where X are chemical 
elements from group V or VII. Using first-principles 
calculations, we studied the electronic structure of such 
systems, and demonstrated that they can be metals. We 
discussed how lateral heterostructures representing 
metal/semiconductor/metal junctions can be 
designed using focused ion beams combined with the 
exposure of the system to a precursor gas, e.g. fluorine. 
We showed that MoSF-MoS2-MoSF has electronic 
transport properties reminiscent of those of resonant 
tunneling diodes, exhibiting negative differential 
resistance. Our results indicate that ion bombardment 
is a promising tool to tune stoichiometry and other 
properties of TMD monolayers and implement a 
broad range of nanoscale electronic devices via the 
appropriate post-growth processing of TMDs based 
on ion irradiation combined with the exposure of the 
samples to precursor gases.
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ABSTRACT: Using ab initio density functional theory
calculations, we characterize changes in the electronic
structure of MoS2 monolayers introduced by missing or
additional adsorbed sulfur atoms. We furthermore identify
the chemical and electronic function of substances that have
been reported to reduce the adverse effect of sulfur
vacancies in quenching photoluminescence and reducing
electronic conductance. We find that thiol-group-containing
molecules adsorbed at vacancy sites may reinsert missing
sulfur atoms. In the presence of additional adsorbed sulfur
atoms, thiols may form disulfides on the MoS2 surface to
mitigate the adverse effect of defects.

KEYWORDS: transition metal dichalcogenides, 2D materials, ab initio calculations, electronic structure, defects

There is growing interest in two-dimensional (2D)
transition metal dichalcogenide (TMD) semiconduc-
tors, both for fundamental reasons and as potential

components in flexible, low-power electronic circuitry and for
sensor applications.1−3 Molybdenum disulfide, MoS2, is a
prominent representative of this class of TMDs. A free-
standing, perfect 2D MoS2 monolayer possesses a direct band
gap of 1.88 eV at the K-point in the Brillouin zone.4,5 Most
commonly used production methods for MoS2 monolayers are
chemical vapor deposition (CVD) and mechanical exfoliation
of the layered bulk material,6−8 as well as sputter growth atomic
layer deposition9 (ALD) of the precursor MoO3 and
subsequent conversion to the disulfide under reducing
conditions and at high temperatures.10,11 A direct ALD process
using H2S and MoCl5

12 or Mo(CO)6
13 is another possibility to

obtain MoS2 monolayers. The CVD technique is probably best
suited for mass production, but the synthesized MoS2 layers
lack atomic perfection. The most common defects in these
layers are sulfur and molybdenum vacancies, as well as
additional adsorbed sulfur atoms.14−19 Eliminating or at least
reducing the adverse effect of such defects is imperative to
improve the optoelectronic and transport properties of TMDs.
In search of ways to mitigate the adverse effect of defects,

different methods have been suggested, including exposure of
MoS2 to superacids20 or thiols.21,22 In the related MoSe2

system, Se vacancies could be filled by S atoms from an
adjacent MoS2 layer.

23 In the present study, we focus on the
reactions of thiols with defective MoS2 monolayers.
First, we characterize changes in the electronic structure of

MoS2 monolayers introduced by missing or additional adsorbed
sulfur atoms using ab initio density functional theory (DFT)
calculations. We provide microscopic information about the
chemical and electronic function of thiols as a theoretical
background for the understanding of the successful use of
thiols, which have been reported to reduce the adverse effect of
sulfur vacancies in quenching photoluminescence and to
improve the electronic conductance of defective MoS2. We
found that adsorbed thiols may reinsert missing sulfur atoms at
vacancy sites. We also found that in the presence of sulfur
adatoms thiols will form disulfides on the MoS2 surface, which
mitigates the adverse effect of defects.
In Figure 1 we display the structure of a defective MoS2

monolayer with a sulfur monovacancy (V) and an additional
sulfur adatom (A), since these defects are known to
significantly affect the electronic properties of MoS2.

24 The
formation energy of the sulfur vacancy is 2.71 eV, and that of
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the sulfur adatom is 1.07 eV. Consequently, the recombination
energy of a sulfur vacancy and a sulfur adatom is −1.89 eV. In
spite of the large energy gain, no spontaneous healing will occur
in a system with both defect types present due to the high
activation barrier of ≈1.5 eV for this reaction. The listed defect
formation energies are in agreement with a study reporting the
effect of various defect types on the electronic structure of
MoS2

25 and also with a study of vacancy defects.26

Defects affect drastically the electronic structure in the
vicinity of the Fermi level. Setting apart the inadequacy of
DFT-PBE (Perdew−Burke−Ernzerhof) calculations for quanti-
tative predictions of band gaps, we should note that in our
computational approach with (large) supercells and periodic
boundary conditions also defects form a periodic array. In spite
of their large separation, defect states evolve into narrow bands
that may affect the band structure of a pristine MoS2
monolayer. The effect of a sulfur monovacancy, as well as
that of a sulfur adatom, on the density of states (DOS) of a
MoS2 monolayer around the band gap region is shown in
Figure 2.
As seen in Figure 2c, sulfur monovacancies introduce defect

states within the band gap, and their superlattice shifts the DOS
down by 0.16 eV with respect to the pristine lattice. The defect
states are localized around the vacancy as seen in Figure 2a.
The effect of a superlattice of sulfur adatoms, addressed in
Figure 2b and d, is to reduce the DFT band gap from 1.88 to
1.72 eV, in agreement with published results.24,25

Defect sites play an important role as catalytically active
centers13 and as sites for functionalization reactions of 2D
MoS2.

27 Sulfur vacancies in particular are considered to be
important nucleation sites for a functionalization with thiol
molecules R−SH. The likely possibility of an adsorbed thiol
group transferring a sulfur atom to the vacancy and thus
repairing the defect is particularly appealing. In this case, the
detached hydrogen atom may reconnect with the remaining R
to form R−H and fill the vacancy site of MoS2 with sulfur, as

− + → − +R SH MoS R H MoS2
V

2 (1)

where MoS2
V denotes the MoS2 layer with a sulfur vacancy.

An alternative reaction has been proposed to benefit from
the STM tip current in an STM study.22 In the first step of
reaction 2, similar to reaction 1, a hydrogen atom is removed
from the thiol as its sulfur atom fills the previous vacancy,
determining the reaction barrier for both reactions 1 and 2a.
The removed hydrogen atom will then form H2 and desorb
from the MoS2 surface. The remaining R is still bound to the
sulfur atom, adsorbed at the sulfur vacancy site. The final
assumption of the proposed mechanism22 is that the R-groups
are removed with the support of the STM tip, as represented in
reaction 2b.

− + → + − −R SH MoS
1
2
H R S MoS2

V
2 2

V
(2a)

− − ⎯ →⎯⎯⎯ • +R S MoS R MoS2
V STM

2 (2b)

There is evidence in the literature supporting both reaction 1
(refs 21, 28, 29) and reaction 2 (ref 22).
The authors of ref 30 propose yet another reaction (3a).

Instead of the thiol molecules repairing the sulfur vacancy, they
form an adsorbed R−SS−R disulfide at the surface of MoS2
while releasing a hydrogen molecule. We also considered the
possibility that instead of desorbing, the hydrogen molecule will
fill the vacancy defect as described in reaction 3b,

− + → − − + +2R SH MoS R SS R H MoS2 2 2 (3a)

− + → − − + −2R SH MoS R SS R H MoS2
V

2 2
V

(3b)

Based on a previous study31 and the observation of H2S as well
as H3CCH3 during the reaction of C2H5SH with bulk MoS2
in ref 28, we also considered a sulfur atom adsorbed on the
MoS2 surface, identified as MoS2

A, as the driving force for the
observed disulfide formation.
In this case, the reaction to form the disulfide R−SS−R is

divided into the following two steps. In reaction 4a, one thiol
reacts with the adatom to R−S−S−H and, in the follow-up

Figure 1. (a) Perspective and (b) top view of the optimized
geometry of an MoS2 monolayer containing a sulfur monovacancy
(V) and a sulfur adatom (A).

Figure 2. Ball-and-stick models of (a) a sulfur vacancy defect and
(b) a sulfur adatom defect in a MoS2 monolayer. Density of states
(DOS) of MoS2 with (c) a vacancy and (d) an adatom defect. The
DOS and the position of the Fermi level are shown by solid blue
lines in defective lattices and by dotted blue lines in the
corresponding pristine lattices in (c) and (d). The DOS has been
convoluted by a Gaussian with a full-width at half-maximum of 0.1
eV. The energy range of interest in the gap of the pristine lattice is
highlighted in red. The local density of states (LDOS), representing
the charge density associated with this highlighted energy range, is
represented by an isosurface and superposed to the structure of a
vacancy defect in (a) and an adatom defect in (b). The isosurface
value in the LDOS plots is 0.003 e/bohr3.

ACS Nano Article

DOI: 10.1021/acsnano.7b04162
ACS Nano 2017, 11, 9989−9996

9990

42 Selected Publications



reaction 4b with a second thiol, to R−S−S−R. An alternative
reaction with a sulfur vacancy following reaction 4a is also
possible. Similar to reaction 1, the SH-group of R−S−S−H can
heal the vacancy defect, leading to the reduction of R−S−S−H
to the thiol R−S−H in reaction 4c,

− + → − − +R SH MoS R SS H MoS2
A

2 (4a)

− + − − − → + − −R SH R S S H H S R SS R2 (4b)

− − + → − +R SS H MoS R SH MoS2
V

2 (4c)

To better understand the above reaction mechanisms 1−4,
we performed DFT calculations to compare the energy
associated with the pathways of these reactions. For the sake
of easy understanding, we consider the small methanethiol
molecule CH3SH as a representative of thiols.
We limit our study of vacancy repair processes to reactions

with MoS2 monolayers that contain one sulfur monovacancy
per unit cell. We analyze which reactions with thiols are
favorable to repair vacancy and adatom defects. Our results also
unveil the likely cause of apparent contradictions in the
interpretation of experimental results obtained by different
researchers.

RESULTS AND DISCUSSION
Vacancy Repair. The majority of published results indicate

that thiol molecules interacting with sulfur-deficient MoS2 may
fill in sulfur atoms at the vacancy defect sites. Reaction
pathways for the two vacancy-healing reactions 1 and 2a, which
have been proposed in the literature,22,28,29 are sketched in
Figure 3. We note that reaction 1 has been studied in greater
detail for a different thiol21 and agrees with our findings for the
model compound H3C−SH.
We find that reactions 1 and 2a are both exothermic and

require crossing only a low activation barrier of 0.22 eV, since
they share the same transition state shown in Figure 3. The
larger energy gain ER = −3.09 eV in reaction 1 in comparison to
−0.90 eV in reaction 2a suggests that the former reaction is
thermodynamically preferred.
Figure 4a shows the DOS and partial densities of states

(PDOS), projected on individual atoms, of the product of
reaction 1. Figure 4b provides the corresponding information
for reaction 2a, and Figure 4c provides a detailed view of the
PDOS for the CH3-group and the connected sulfur atom. In
both cases, the defect states associated with sulfur mono-
vacancies have been removed. In the final state of reaction 1 the
DOS is completely restored to the undamaged state of the
semiconductor. For reaction 2a, on the other hand, the Fermi
level is shifted to the lower edge of the conduction band due to
the CH3-group. Therefore, only the preferred repair reaction 1
leads to both an electronic and a chemical repair of MoS2.
Disulfide Formation. A different reaction scenario (3a) has

been proposed in ref 30, suggesting that disulfides are formed
when thiols interact with MoS2. We investigated the MoS2
surface both in its pristine state and in the presence of sulfur
vacancies to clarify the differences in the catalytic potential for
disulfide formation. Figure 5 illustrates reaction 3a on pristine
MoS2 and reaction 3b on a sulfur-deficient MoS2 substrate. The
schematic reaction profile indicates that both reactions involve
significant activation barriers. As seen in Figure 5, reaction 3a is
endothermic with a reaction energy of ER = 0.39 eV and
involves a high activation barrier of 2.91 eV. Reaction 3b near a
sulfur monovacancy is only slightly endothermic, with a

reaction energy ER = 0.02 eV, and involves a somewhat lower
activation barrier of 2.13 eV. Thus, reaction 3b is energetically
more favorable than reaction 3a.
The near-neutral reaction energy of reaction 3b can be

explained by the Kubas interaction of transition metal η2-H2
complexes.32,33 It means that the excess H2 molecule in the
product of reaction 3b, which is attached to an Mo atom at the
sulfur vacancy site and indicated by a circle in Figure 5, still
retains the H−H bond character. According to ref 34, the
Kubas interaction energy is in the range of 0.2−0.4 eV and thus
in agreement with the reaction energy difference of 0.37 eV
between the transition and final states of reactions 3a and 3b.
The Kubas interaction also reduces the reaction barrier and

degree of endothermicity considerably. Nevertheless, reactions
3a and 3b are not competitive in comparison with the strongly
exothermic reaction 1 with ER = −3.09 eV in thermodynamic
equilibrium.

Figure 3. Reaction scheme for the sulfur vacancy healing process
caused by exposure of MoS2 with vacancies to CH3SH. ER denotes
the reaction energy and Ea the activation barrier. The same initial
state can lead to two different final states via the same transition
state. The favorable reaction 1, shown in dark blue, leads to a free
CH4 molecule. The energetics of reaction 2a is displayed in light
orange.
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The PDOS functions characterizing the products of reactions
3a and 3b, visualized in Figure 5, are shown in Figure 6. The
product of reaction 3b still contains a defect state in the gap
region, indicating that the chemisorbed H2 molecule is
incapable of electronically repairing the effect of the sulfur
vacancy. This is seen in the PDOS of the Mo atoms of the
Kubas complex surrounding the vacancy defect in Figure 6c.
The product of reaction 3a, on the other hand, shows no
indication of a defect state, since the vacancy-free MoS2
monolayer is not affected much by the physisorbed disulfide,
as seen in the PDOS of Figure 6a.
We can thus conclude that the disulfide formation reaction

3a, suggested in ref 30, is endothermic. The alternative reaction
3b on a sulfur-deficient MoS2 substrate displays a lower
activation barrier and an end-product stabilized by the Kubas
interaction, but is still weakly endothermic and thus unlikely. In
the following, we propose an alternative pathway toward
disulfide formation.
Adatom Repair. The postulated alternative reaction

requires extra sulfur atoms adsorbed on the MoS2 surface,
which act as nucleation sites for the disulfide formation. The
reaction leading to the formation of disulfide R−SS−R in the
presence of sulfur adatoms consists of two steps, described by

reactions 4a and 4b, as well as the alternative reaction 4c
following reaction 4a, as shown in Figure 7.
In reaction 4a, a CH3SH molecule interacts with the reactive

sulfur adatom to methylhydrodisulfide (CH3SSH), releasing
−0.86 eV due to the formation of a stable disulfide bond. The
estimated activation barrier for this reaction is close to 1 eV,
which is considerably lower than the values for the
corresponding reactions 3a and 3b in absence of an extra
sulfur adatom.
Electronic structure changes during the adatom healing

process are displayed in Figure 8. The DOS of the product of
reaction 4a, shown in Figure 8b, shows no defect-related states
in the band gap, indicating chemical and electronic repair of the
sulfur adatom defect that is seen in Figure 8a.
In the subsequent reaction 4b, shown in Figure 7, a second

CH3SH molecule interacts with the methylhydrodisulfide
CH3SSH, leading to the exchange of the hydrogen atom with
a methyl group and formation of hydrogen sulfide (H2S) as a
side product. This reaction is mildly exothermic, with an overall

Figure 4. Electronic structure of products of the vacancy healing
process shown in Figure 3. Total density of states (DOS) and
partial densities of states (PDOS) of the products of reactions (a) 1
and (b) 2a. (c) PDOS of the CH3 molecule bonded to a sulfur atom
in an MoS2 monolayer. The PDOS of the sulfur atom connected to
C in CH3, S(C), is shown by the brown line. All DOS and PDOS
functions have been convoluted by a Gaussian with a full-width at
half-maximum of 0.1 eV. The position of the Fermi level is shown
by solid blue lines in defective lattices and by dotted blue lines in
the corresponding pristine lattices. Figure 5. Reaction scheme of the disulfide formation process

involving exposure of an MoS2 monolayer to two CH3SH
molecules. ER denotes the reaction energy and Ea the activation
barrier. Reaction 3a, shown in dark purple, occurs on pristine
MoS2. Reaction 3b, shown in light green, occurs on a sulfur-
deficient MoS2 substrate.
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reaction energy of −0.18 eV. Even though the combined
reaction 4a and 4b for the formation of CH3SSCH3 is strongly
exothermic with a net energy gain of −1.05 eV, the activation
barrier for the ligand exchange in reaction 4b is prohibitively
high with Ea ≈ +3 eV, which essentially suppresses the
formation of CH3SSCH3 following reaction 4a.
Therefore, we investigated reaction 4c as an alternative

follow-up process to reaction 4a. In reaction 4c, the CH3SSH
molecule interacts with a nearby sulfur vacancy defect. This
reaction is similar to the vacancy healing reaction 1 and
consequently is strongly exothermic with a reaction energy of
−2.81 eV. Reaction 4c is barrier-free and thus occurs
spontaneously. As seen in Figure 8c, describing the product
of reaction 4c, the defect-related state above EF has been
removed from the DOS. This means that following the adatom
repair and disulfide formation, reaction 4a, reaction 4c will take
place in case that sulfur vacancies are also present. The two
reactions will thus heal both vacancy and adatom defects.
Our above considerations offer an attractive explanation why

disulfide formation was observed in ref 30, but not in refs 21,
22, 28, and 29. Initially, reactions 1 and 4a plus 4c have taken
place in all samples that contained vacancies. Vacancy healing
as the primary outcome of reactions reported in refs 21, 22, 28,
and 29 could likely be achieved due to an abundance of
vacancies in the samples used. We may speculate that the MoS2

sample of ref 30 contained more sulfur adatoms than sulfur
vacancies. In that case, all vacancy defects could be repaired, but
some adatom defects were left unrepaired in the sample of ref
30. At this point, lack of vacancy defects would block reactions
1 and 4c. The only viable reaction was 4a, which repaired
adatom defects, leaving a pristine MoS2 surface behind with
disulfide as a byproduct. This speculative assumption is also
consistent with the observation that the electronic structure of
MoS2 has remained unaffected by the reaction leading to the
formation of disulfide.30

CONCLUSIONS
We studied three different reaction paths of thiols, represented
by methanethiol (CH3SH), with a defective 2D MoS2
monolayer. We showed that the repair of sulfur monovacancies

Figure 6. Electronic structure of products of the disulfide formation
process shown in Figure 5. Total density of states (DOS) and
partial densities of states (PDOS) of the products of reactions (a)
3a and (b) 3b. (c) PDOS of the 3 Mo atoms and the H2 molecule
attached to the vacancy that form the Kubas complex in the product
of reaction 3b. All DOS and PDOS functions have been convoluted
by a Gaussian with a full-width at half-maximum of 0.1 eV. The
position of the Fermi level is shown by solid blue lines in defective
lattices and by dotted blue lines in the corresponding pristine
lattices.

Figure 7. Reaction scheme of the adatom healing process that starts
with reaction 4a and leads to disulfide formation in the presence of
extra sulfur atoms on MoS2, shown in dark red. Subsequent ligand
exchange reaction 4b is shown in brown. Alternative subsequent
vacancy repair reaction 4c is shown in light blue. ER denotes the
reaction energy and Ea the activation barrier.

ACS Nano Article

DOI: 10.1021/acsnano.7b04162
ACS Nano 2017, 11, 9989−9996

9993

Annual Report IIM 2017, HZDR-084 45



by adsorbed CH3SH is an exothermic reaction releasing up to 3
eV. In another possible reaction between CH3SH and MoS2,
leading to the formation of disulfide, we found that the
presence of sulfur vacancies lowers the reaction barrier due to
the Kubas interaction at the defect site. The corresponding
reaction involving MoS2 with sulfur adatoms instead of
vacancies, on the other hand, leads to disulfide formation and
releases about 0.9 eV. In the presence of sulfur vacancies, the
formed disulfides will immediately reduce to thiols while
simultaneously healing the vacancy defect. We can therefore
conclude that, regardless of interim disulfide formation, thiols
always lead to a chemical repair of available sulfur vacancies by
filling-in the missing sulfur atoms and consequently eliminating
vacancy-related defect states in the gap.

THEORETICAL METHODS
To obtain insight into the reaction processes, we performed DFT
calculations using the SIESTA code.35 We used ab initio Troullier−
Martins pseudopotentials38 and the PBE exchange−correlation
functional36 throughout the study. Except for sulfur, all pseudopoten-
tials used were obtained from the online resource in ref 39. The
pseudopotential of sulfur has been generated without core corrections
using the ATM code in the SIESTA suite and the parameters listed in
ref 39. All pseudopotentials were tested against atomic all-electron
calculations. We used a double-ζ basis set including polarization
orbitals (DZP) to represent atoms in crystal lattices, 140 Ry as the
mesh cutoff energy for the Fourier transform of the charge density,
and 0 K for the electronic temperature. We used periodic boundary

conditions with large supercells spanned by the lattice vectors a⃗1 =
(12.84, 0.00, 0.00) Å, a⃗2 = (6.42, 11.12, 0.00) Å, a⃗3 = (0.00, 0.00,
22.23) Å to represent pristine and defective 2D MoS2 lattices. The unit
cells of defect-free MoS2 contained 16 molybdenum and 32 sulfur
atoms and were separated by a vacuum region of ≈15 Å normal to the
layers. The Brillouin zone was sampled by a 4 × 4 × 1 k-point grid37

and its equivalent in larger supercells.
The above input parameters were found to guarantee convergence.

In particular, we found that using the larger triple-ζ polarized (TZP)
instead of the DZP basis and increasing the mesh cutoff energy
affected our total energy differences by typically less than 0.01 eV. We
furthermore validated the ab initio pseudopotential approach used in
the SIESTA code by comparing to results of the all-electron SCM-
Band code41 and found that energy differences obtained using the two
approaches differed typically by less than 0.3 eV.

All geometries have been optimized using the conjugate gradient
method,40 until none of the residual Hellmann−Feynman forces
exceeded 10−2 eV/Å. In addition to the default density matrix
convergence, we also demanded that the total energy should reach the
tolerance of ≲10−4 eV. To eliminate possible artifacts associated with
local minima, we verified initial and final state geometries by
performing canonical molecular dynamics (MD) simulations using
an NVT-Nose ́ thermostat with T = 273.15 K and 1 fs time steps.

Due to the complexity of the reaction energy hypersurface and the
large number of relevant degrees of freedom, approaches such as the
nudged elastic band, which are commonly used to determine the
reaction path including transition states, turned out to be extremely
demanding on computer resources. We focused on transition states
only and initiated our search by running canonical MD simulations
starting from a set of educated guesses for the geometry. Following the
atomic trajectories, we could identify a saddle point in the energy
hypersurface, where all forces acting on atoms vanished, and
postulated this point in configurational space as a transition state.
To confirm this postulate, we ran MD simulations starting at a slightly
altered geometry of the postulated transition state. We concluded that
the postulated transition state is indeed the real transition state once
all trajectories reached either the initial (educt) or the final (product)
state. The activation barrier was determined by the energy difference
between the initial and the transition state.
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Figure 8. Electronic structure of products of the adatom healing
process shown in Figure 7. Total density of states (DOS) and
partial densities of states (PDOS) of (a) MoS2 with a sulfur adatom
(without CH3SH), (b) product of reaction 4a, and (c) product of
reaction 4c. All DOS and PDOS functions have been convoluted by
a Gaussian with a full-width at half-maximum of 0.1 eV. The
position of the Fermi level is shown by solid blue lines in defective
lattices and by dotted blue lines in the corresponding pristine
lattices.

ACS Nano Article

DOI: 10.1021/acsnano.7b04162
ACS Nano 2017, 11, 9989−9996

9994

46 Selected Publications



REFERENCES
(1) Li, H.; Yin, Z.; He, Q.; Li, H.; Huang, X.; Lu, G.; Fam, D. W. H.;
Tok, A. I. Y.; Zhang, Q.; Zhang, H. Fabrication of Single- and
Multilayer Mos2 Film-Based Field-Effect Transistors for Sensing NO
at Room Temperature. Small 2012, 8, 63−67.
(2) Castellanos-Gomez, A.; van Leeuwen, R.; Buscema, M.; van der
Zant, H. S.; Steele, G. A.; Venstra, W. J. Single-Layer MoS2 Mechanical
Resonators. Adv. Mater. 2013, 25, 6719−6723.
(3) Chang, H.-Y.; Yang, S.; Lee, J.; Tao, L.; Hwang, W.-S.; Jena, D.;
Lu, N.; Akinwande, D. High-Performance, Highly Bendable MoS2
Transistors with High-K Dielectrics for Flexible Low-Power Systems.
ACS Nano 2013, 7, 5446−5452.
(4) Ellis, J. K.; Lucero, M. J.; Scuseria, G. E. The Indirect to Direct
Band Gap Transition in Multilayered MoS2 as Predicted by Screened
Hybrid Density Functional Theory. Appl. Phys. Lett. 2011, 99, 261908.
(5) Splendiani, A.; Sun, L.; Zhang, Y.; Li, T.; Kim, J.; Chim, C.-Y.;
Galli, G.; Wang, F. Emerging Photoluminescence in Monolayer MoS2.
Nano Lett. 2010, 10, 1271−1275.
(6) Pachauri, V.; Kern, K.; Balasubramanian, K. Chemically Exfoliated
Large-Area Two-Dimensional Flakes of Molybdenum Disulfide for
Device Applications. APL Mater. 2013, 1, 032102.
(7) Li, H.; Wu, J.; Yin, Z.; Zhang, H. Preparation and Applications of
Mechanically Exfoliated Single-Layer and Multilayer MoS2 and WSe2
Nanosheets. Acc. Chem. Res. 2014, 47, 1067−1075.
(8) Varrla, E.; Backes, C.; Paton, K. R.; Harvey, A.; Gholamvand, Z.;
McCauley, J.; Coleman, J. N. Large-Scale Production of Size-
Controlled MoS2 Nanosheets by Shear Exfoliation. Chem. Mater.
2015, 27, 1129−1139.
(9) Samassekou, H.; Alkabsh, A.; Wasala, M.; Eaton, M.; Walber, A.;
Walker, A.; Pitkan̈en, O.; Kordas, K.; Talapatra, S.; Jayasekera, T.;
Mazumdar, D. Viable Route towards Large-Area 2D MoS2 Using
Magnetron Sputtering. 2D Mater. 2017, 4, 021002.
(10) Kastl, C.; Chen, C. T.; Kuykendall, T.; Shevitski, B.; Darlington,
T. P.; Borys, N. J.; Krayev, A.; Schuck, P. J.; Aloni, S.; Schwartzberg, A.
M. The Important Role of Water in Growth of Monolayer Transition
Metal Dichalcogenides. 2D Mater. 2017, 4, 021024.
(11) Keller, B. D.; Bertuch, A.; Provine, J.; Sundaram, G.; Ferralis, N.;
Grossman, J. C. Process Control of Atomic Layer Deposition
Molybdenum Oxide Nucleation and Sulfidation to Large-Area MoS2
Monolayers. Chem. Mater. 2017, 29, 2024−2032.
(12) Browning, R.; Padigi, P.; Solanki, R.; Tweet, D. J.; Schuele, P.;
Evans, D. Atomic Layer Deposition of MoS2 Thin Films. Mater. Res.
Express 2015, 2, 035006.
(13) Kwon, D. H.; Jin, Z.; Shin, S.; Lee, W.-S.; Min, Y.-S. A
Comprehensive Study on Atomic Layer Deposition of Molybdenum
Sulfide for Electrochemical Hydrogen Evolution. Nanoscale 2016, 8,
7180−7188.
(14) Vancso,́ P.; Magda, G. Z.; Petö, J.; Noh, J.-Y.; Kim, Y.-S.;
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User facilities and services 

Ion Beam Center (IBC) 

The Ion Beam Center (IBC) at HZDR combines various machines (electrostatic accelerators, ion 

implanters, low-energy and plasma-based ions equipment) into a unique facility primarily used for ion 

beam modification and ion beam analysis of materials. The available energy range spans from a few eV to 

almost 100 MeV with a respective interaction depth in solids between 0.1 nm to 10 µm. In addition to 

standard broad beams also focused (down to 1 nm) and highly-charged (charge state up to +45) ion 

beams are available. For the benefit of the users in combination with an allocated ion experiment struc-

tural analysis (electron microscopy and spectroscopy, X-ray scattering techniques) and sample or device 

processing under clean-room conditions can be utilized at IBC to provide a “complete” user service. At the 

6 MV tandem accelerator, the IBC together with the Helmholtz Institute Freiberg for Resource Technology 

(HIF, www.hzdr.de/HIF) operates the DREAMS (DREsden AMS = accelerator mass spectrometry) facility, 

which is used for the determination of long-lived radionuclides (7,10Be, 26Al, 35Cl, 41Ca, 129I and others) with 

ultimate sensitivity. A schematic overview of the IBC including the description of the main beam lines and 

experimental stations is given on page 55 of this Annual Report. In 2017, about 14.400 beam time hours 

were delivered for about 480 users from 23 countries worldwide performing experiments at IBC or using 

the capabilities for ion beam services. 
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IBC activities are efficiently integrated into various Helmholtz programs within the research field 

“Matter”, but also in the Helmholtz cross-program activities “Mineral Resources”, “Materials Research for 

Energy Technologies”, and “Helmholtz Energy Materials Foundry”. From 2013, the IBC has been recog-

nized as a large-scale facility within the “BMBF Verbundforschung” promoting long-term collaborations 

with universities. In addition, from 2015 the IBC has the status of a Helmholtz LK–II user facility. 

The IBC demonstrates its outstanding status within the international community of ion beam facilities 

by the following features: 

• the IBC has provided ion beam technology as a user and competence centre for ion beam applica-

tions for more than 30 years. With respect to user beam time hours, the IBC is internationally leading and 

has been supported by numerous national and European grants and by industry. 

• the IBC activities cover both ion beam modification as well as ion beam analysis (IBA). Experienced 

staff is present to support IBC users and to enhance the experimental capabilities to their needs. 

 

X-ray techniques 

SIMULATION 

http://www.hzdr.de/HIF
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• the operation of IBC is accompanied by a strong in-house research at the affiliated host “Institute of 

Ion Beam Physics and Materials Research”, both in experiment and theory. This allows in-depth research 

in targeted research areas as well as the exploration of new application fields for ion beam technology. 

Following the rules of a European and national user facility, access for scientific experiments to IBC is 

provided on the basis of a proposal procedure (www.hzdr.de/IBC) via the common HZDR user facility 

portal HZDR-GATE (gate.hzdr.de). Due to the availability of multiple machines and versatile instrumen-

tation, IBC proposals can be submitted continuously (no deadline). The scientific quality of the proposals is 

steadily evaluated and ranked by an external international User Selection Panel. For successfully 

evaluated proposals, users get free access to IBC facilities for their experiments which can be often 

realized within four months after proposal submission. Moreover, the IBC provides possibilities for fast 

access via pilot and test experiments which are limited to 16 hours beam time. The use of the IBC 

facilities includes the scientific and technical support during planning, execution and evaluation of the 

experiments. For AMS samples preparation, two chemical laboratories are available. 

The IBC strongly supports the commercial exploitation of ion beam technology by partners from in-

dustry which is essential for materials science applications. For ion beam services, the HZDR Innovation 

GmbH (spin-off of the HZDR) – www.hzdr-innovation.de – provides a direct and fast access to the IBC 

facilities based on individual contracts. The close collaboration between IBC and HZDR Innovation GmbH 

is considered as a Helmholtz reference model aiming to develop innovative strategies for an effective 

contribution of large-scale facilities for economic innovation. Currently, about 25% of the total IBC beam 

time is provided for commercial ion beam services. 

The IBC pursues two strategic objectives for further development. On one hand, it is focused on the 

successful operation as an international user facility to sustain its position as a leading European ion beam 

center in the fields of materials and interdisciplinary research. This requires the continuous development 

and extension of ion beam technologies. Special emphasis is directed towards new R&D areas and com-

munities which so far have not been aware of the advantages of ion technology. On the other hand, cut-

ting edge scientific challenges, in particular for the modification and understanding of the function of 

materials at the nanoscale down to the atomic level, are addressed in order to achieve new functionalities 

and to design novel materials. These challenges comprise: 

• the extended application of low-energy ions for modification and analysis of ultra-thin films, surfaces, 

2D materials and molecular layers based on a new low-energy ion nano-engineering technology platform 

which has recently started with the installation of first tools, 

• the investigation of material states and modifications far from equilibrium induced by high energy 

density excitations with cluster ions and highly-charged ions, 

• the exploration of new IBA approaches with unprecedented lateral resolution, ultimate detection limit 

and high sample throughput, e.g. for resource technology. With projects like “PIXE-Camera” and “Super-

SIMS”, both in close collaboration with the HIF, the interdisciplinary work of IBC will be substantially exten-

ded towards the application of ion beam analysis methods in geosciences and resource technology. 

Recently, some new ion beam tools and end-stations have been commissioned which will attract new 

users by cutting-edge experimental instrumentation. The basically upgraded ion microprobe station at the 

3 MV machine is now in routine and user friendly operation mode, delivering the possibility to use – in 

parallel or sequential – several IBA techniques with a spatial resolution of about 3 µm. An ion microscope 

ORION NanoFab (He/Ne ions, 10 – 40 keV) provides unique possibilities for surface imaging, nano-

fabrication and, for the first time, elemental analysis based on ion beam analysis techniques. The cluster 

tool at the 6 MV accelerator allows in situ deposition and analysis investigations at temperatures of up to 

800°C. Recently, first instruments for the new low-energy ions nano-engineering laboratory have been 

commissioned, including the installation of a 100 keV accelerator, a MEIS setup und a new low-energy 

electron microscope (LEEM) aiming to study low-energy ion interactions at surfaces. 

For more detailed information, please contact Dr. Johannes von Borany (j.v.borany@hzdr.de) or 

Dr. Stefan Facsko (s.facsko@hzdr.de) and visit the IBC webpage: www.hzdr.de/IBC. 

http://www.hzdr.de/IBC
https://gate.hzdr.de/
http://www.hzdr-innovation.de/
mailto:j.v.borany@hzdr.de
mailto:s.facsko@hzdr.de
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Free Electron Laser FELBE 

FELBE is an acronym for the free-electron laser (FEL) at the Electron Linear accelerator with high 

Brilliance and low Emittance (ELBE) located at the Helmholtz-Zentrum Dresden-Rossendorf. The heart of 

ELBE is a superconducting linear accelerator operating in continuous-wave (cw) mode with a pulse 

repetition rate of 13 MHz. The electron beam (40 MeV, 1 mA max.) is guided to several laboratories where 

secondary beams (particle and electromagnetic) are generated. Two free-electron lasers (U37-FEL and 

U100-FEL) produce intense, coherent electromagnetic radiation in the mid and far infrared, which is 

tunable over a wide 

wavelength range (5 –

250 µm) by changing the 

electron energy or the 

undulator magnetic field. 

The previous U27 undulator 

has been replaced by the 

U37, in order to provide 

better coverage of the 20 –

35 m region. Main parameters of the infrared radiation produced by FELBE are as follows: 

Wavelength  5 – 40 µm 

18 – 250 µm 

FEL with undulator U37 

FEL with undulator U100 

Pulse energy 0.01 – 2 µJ depends on wavelength 

Pulse length 1 – 25 ps depends on wavelength 

Repetition rate 13 MHz 3 modes:  cw  
                 macropulsed (> 100 µs, < 25 Hz) 
                 single pulsed (Hz … kHz) 

The free electron laser is a user facility. Applications 

for beam time can be submitted twice a year, typically by 

April 15 and October 15. Users from EU countries are 

able to receive support through the HORIZON 2020 

Integrated Infrastructure Initiative (I3) CALIPSOplus 

(Convenient Access to Light Sources Open to Innovation, 

Science and to the World) which started in May 2017. 

 Typical applications are picosecond pump-probe 

spectroscopy (also in combination with several other 

femtosecond lasers, which are synchronized to the FEL), 

near-field microscopy, and nonlinear optics. The FELBE 

facility also serves as a far-infrared source for experiments 

at the Dresden High Magnetic Field Laboratory (HLD) 

involving pulsed magnetic fields up to 70 T. 

The statistics shows that the FEL used 762 hours beam 

time of the ELBE accelerator. This corresponds to 13 % of 

total beam time, which is again distributed among internal 

and external users. 

For further information, please contact Prof. Manfred 

Helm (m.helm@hzdr.de) or visit the FELBE webpage www.hzdr.de/FELBE. 

 

mailto:m.helm@hzdr.de
http://www.hzdr.de/FELBE
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Experimental equipment 

Accelerators, ion implanters and other ion processing tools 

Van de Graaff Accelerator (VdG) 2 MV TuR Dresden, DE 

Tandetron Accelerator (T1) 3 MV HVEE, NL 

Tandetron Accelerator (T2) 6 MV HVEE, NL 

Low-Energy Ion Implanter 0.1 – 40 kV Danfysik, DK 

High-Current Ion Implanter 20 – 200 kV Danfysik, DK 

High-Energy Ion Implanter 20 – 500 kV HVEE, NL 

Plasma Immersion Ion Implantation 5 – 30 kV UK, DE; Home-built 

Mass-Separated Focused Ion Beam (FIB) 
(15 nm, variable ions) 

10 – 30 keV 
>10 A/cm2 

Orsay Physics, FR 

ORION NanoFab FIB Tool 
(including GIS and Nanopatterning) 

He, Ne ions, 
10 – 35 kV, 

Resolution < 2 nm 

Carl Zeiss Microscopy, 
DE 

Highly-Charged Ion Facility 25 eV – 25 keV  Q 
Q = 1 … 40 (Xe) 

Home-built 

Ion-Beam Sputtering 200 – 2000 V Home-built 

UHV Ion Irradiation (Ar, He, etc.) 0 – 5 kV 

Scan 10  10 mm2 

Cremer, DE;VG, USA 

Ion beam analysis (IBA) 

A wide variety of advanced IBA techniques are available at the MV accelerators (see figure). 

RBS  Rutherford Backscattering Spectrometry (1), (10), (11), (12) VdG, T1, T2, HIM 

RBS/C RBS + Channelling (1), (2),(11), (12) VdG, T1, T2 

HR-RBS High-Resolution RBS (10), (14) T1 

ERDA Elastic Recoil Detection Analysis (1), (4) VdG, T2 

PIXE Particle-Induced X-ray Emission (1), (2), (5), (6), (12) VdG, T1, T2 

PIGE Particle-Induced  Emission (6), (12) T1, T2 

NRA Nuclear Reaction Analysis (3), (7), (11), (12) T1, T2 

NRRA Nuclear Resonance Reaction Analysis (3), (7), (11) T1, T2 

NMP Nuclear Microprobe (12) T1 

AMS Accelerator Mass Spectrometry (15) T2 

 (focused to long-lived radionuclides: 7Be, 10Be, 26Al, 36Cl, 41Ca, 129I) 

 
Some stations are equipped with additional process facilities enabling in-situ IBA investigations during 

ion irradiation, sputtering, deposition, annealing, investigations at solid-liquid interfaces, etc. 
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Schematic overview of the HZDR Ion Beam Center 

Other particle-based analytical techniques 

SEM Scanning Electron Microscope (S4800 II) 1 – 30 keV 
+ EDX 

Hitachi, JP 

TEM Transmission Electron Microscope 
(Titan 80-300 with Image Corrector) 

80 – 300 keV 
+ EDX, EELS 

FEI, NL 

TEM Transmission Electron Microscope 
(Talos F200X) 

20 – 200 keV 
+ SuperX EDX 

FEI, NL 

HIM Scanning Ion Microscope 
(ORION NanoFab with He, Ne ions)  

He, Ne ions 
10 – 35 kV 

+ RBS, SIMS 

 Carl Zeiss 
Microscopy, DE 

FIB/SEM Focused Ion/Electron Cross Beam 
(NVision 40 with Elphy Plus Litho)  

0.5 – 30 keV 
+ EDX, EBSD 

Carl Zeiss 
Microscopy, DE 

AES Auger Electron Spectroscopy + XPS Thermo Fisher 
Scientific, UK 

LEEM Low-Energy Electron Microscope      
(Spec-LEEM-III) 

0 eV – 4.5 keV 
Resolution < 6 nm 

+ AES 

Elmitec, DE 

CEMS Mössbauer Spectroscopy 57Fe source Home-built 
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Photon-based analytical techniques 

XRD/XRR X-Ray Diffractometers 

θ-θ Powder D8 
θ-2θ 4-Circle D5005 
θ-θ 4-Circle Empyrean 
θ-2θ 4+2-Circle SEIFERT XRD3003-HR 

Cu-K  

Bruker, DE 
Siemens, DE 

PANalytical, NL 
General Electric, US 

SE Spectroscopic Ellipsometry 250 – 1700 nm Woollam, US 

UV-Vis Solid Spec 3700 DUV 190 – 3300 nm Shimadzu, JP 

FTIR Fourier-Transform Infrared Spectrometer 600 – 7000 cm-1 Nicolet, US 

FTIR Fourier-Transform Infrared Spectrometer 50 – 15000 cm-1 Bruker, DE 

 Ti:Sapphire Femtosecond Laser 78 MHz Spectra Physics, US 

 Femtosecond Optical Parametric Osci.  APE, DE 

 Ti:Sapphire Femtosecond Amplifier 1 kHz, 250 kHz Coherent, US 

 Femtosecond Optical Parametric Amplifier  Light Conversion, LT 

THz-TDS  Terahertz Time-Domain Spectroscopy 0.1 – 4 THz Home-built 

Raman Raman Spectroscopy > 45 cm-1 Jobin-Yvon-Horiba, FR 

 In-situ Raman Spectroscopy > 100 cm-1 Jobin-Yvon-Horiba, FR 

PL Photoluminescence (10 – 300 K) 300 – 1600 nm Jobin-Yvon-Horiba, FR 

TRPL Time-Resolved Photoluminescence  = 3 ps – 2 ns 

 > 5 ns 

Hamamatsu Phot., JP 
Stanford Research, US 

EL Electroluminescence 300 – 1600 nm Jobin-Yvon-Horiba, FR 

 Optical Split-Coil Supercond. Magnet 7 T Oxford Instr., UK 

PR Photomodulated Reflectivity 300 – 1600 nm Jobin-Yvon-Horiba, FR 

PLE Photoluminescence Excitation 300 – 1600 nm Jobin-Yvon-Horiba, FR 

OES Optical Emission Spectroscopy 250 – 800 nm Jobin-Yvon-Horiba, FR 

Magnetic thin film deposition and analysis 

PLD Pulsed Laser Deposition  SURFACE, DE 

MFM Magnetic Force Microscope ~ 50 nm resol. VEECO; DI, US 

SQUID 
MPSM 

Supercond. Quantum Interference Device  7 T Quantum Design, US 

SQUID 
VSM 

Vibrating Sample Magnetometer  7 T Quantum Design, US 

MOKE Magneto-Optic Kerr Effect (in-plane)  0.35 T Home-built 

MOKE Magneto-Optic Kerr Effect (perpend.)  2 T Home-built 

FR-MOKE Frequency-Resolved Magneto-Optic KE  1.1 T Home-built 

SKM Scanning Kerr Microscope  Home-built 

 Kerr Microscope  Evico Magnetics, DE 

TR-MOKE Time-Resolved MOKE (Pump-Probe)  Home-built 

VNA-FMR Vector Network Analyzer Ferromagnetic 
Resonance 

50 GHz Agilent, DE; 
Home-built 

Cryo-FMR Variable-Temperature Ferromagnetic 
Resonance 

3 – 300 K Attocube, DE; 
Home-built 
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ME Magnetoellipsometer  LOT, DE; 
AMAC, US 

µBLS Brillouin Light Scattering Microscope  0.8 T, 532 nm 
 & 491 nm 

Home-built 

SKM Scanning Kerr Microscope with RF 
Detection (Spectrum Analyzer) 

 0.5 T, 40 GHz Home-built 

MT-50G High Frequency Magneto-Transport Setup  1.5 T, 50 GHz 
250 ps 

Home-built 

Other analytical and measuring techniques 

STM/AFM  UHV Scanning Probe Microscope (variable T) Omicron, DE 

AFM Atomic Force Microscope (Contact, Tapping, Spreading) Bruker, US 

AFM Atomic Force Microscope (with c-AFM, SCM-Module) Bruker, US 

 Dektak Surface Profilometer  Bruker, US 

 Micro Indenter/Scratch Tester  Shimatsu, JP 

MPMS Mechanical Properties Measurement 
System – Stretcher 

 Home-built 

MS Mass Spectrometers (EQP-300, HPR-30)  HIDEN, DE/US 

 Wear Tester (pin-on disc)  Home-built 

LP Automated Langmuir Probe  Impedans, IE 

HMS Hall Measurement System 2 – 400 K,  9 T LakeShore, US 

 Van-der-Pauw HMS Ecopia 300 K & LNT, 0.5 T Bridge Technol., US 

MTD Magneto-Transport Device 300 K,  3 T Home-built 

RS Sheet-Rho-Scanner  AIT, KOR 

RMAG Redmag Tensormeter System 240 – 350 K, 1.5 T Home-built 

GMAG Greymag Tensormeter System 300 K, 0.7 T Home-built 

DLTS Deep Level Transient Spectroscopy + I-U/C-V 
10 – 300 K, 1 MHz 

PhysTech, DE 

IV / CV Photocapacitance (+I-V/G-V) 250 – 2500 nm Home-built 

IV / CV I-V and C-V Analyzer  Keithley, US 

IV / CV I-V and C-V Semi-Automatic Prober -60 – 300 °C Süss, DE; 
 Keithley, US 

IV I-V Prober 4.2 – 600 K LakeShore, Agilent, 
US 

GC Gas Chromatography (GC-2010)  Shimadzu, JP 

ECW Electrochemical workstation (CHI 760e)  CH instruments, US 

FDA Force­displacement analysis machine  Sauter, DE 

IV / VNA I-V and VNA Prober for VHF, LCR and  
frequency analysis measurements 

20-120 MHz Süss, DE; Cascade, 
US; Keysight, US 

OSCI 4-channel real time oscilloscope  1,5 GHz (BW), 
5 GSa/s 

Keysight, US 

IR-Cam TrueIR Thermal Imager -20 – 350 °C Keysight, US 

CM Confocal Microscope (Smartproof 5) 405 nm LED, z 
drive res. ~ 1 nm 

Carl Zeiss, DE 

FAS Fluidic Analytic Setup – microscope,  
high speed camera, and fluidic pumps 

2 GB 120 kfps, 
5 modules 

Zeiss, DE; Photron, 
US; Cetoni, DE 
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Deposition and processing techniques 

Physical Deposition Sputtering DC/RF, Evaporation Nordiko, UK 

 Electron Beam Evaporation System Leybold Optics, DE 

 Thermal Evaporation Bal-Tec, LI 

 DC/RF magnetron sputter system, 6x 4’’  
magnetrons, substrate heating: RT – 
950 oC, up to 4” wafers 

BESTEC, DE 

 High Power Impulse Magnetron Sputtering Melec, DE 

Molecular Beam Epitaxy III-V Semiconductors Riber, FR 

Chemical Vapour Deposition Plasma Enhanced CVD: 
a-Si, a-Ge, SiO2, SiON, Si3N4 

Oxford Instr., UK 

Atomic Layer Deposition Al2O3, HfO2, SiO2 Ultratech, US 

Dry Etching ICP-RIE: CF4, SF6, C4F8 Sentech, DE 

 RIBE,  6”: Ar, CF4 Roth & Rau, DE 

 Barrel reactor,  4”: O2, SF6 Diener electronic, DE 

Etching/Cleaning incl. Anisotropic Selective KOH Etching  

Photolithography Mask-Aligner MJB3, 2 µm accur.;  3” Süss, DE 

 Direct Laser Writer DWL 66FS, 2 µm 

accuracy,  8”x8” 

Heidelberg Instr., DE 

 Laser Micro Writer ML, 10 µm accuracy Durham Magneto Optics, 
UK 

Electron Beam Lithography Raith 150-TWO:  6”, 10 nm resol. Raith, DE 

 e-Line Plus:  4”, 10 nm resol. Raith, DE 

Thermal Treatment Room Temperature – 2000 °C  

 Furnace InnoTherm, DE 

 Rapid Thermal Annealing JETFIRST 100 JIPELEC, FR 

 Rapid Thermal Annealing AW 610 Allwin21, USA 

 Flash-Lamp Units (0.5 – 20 ms) Home-built;FHR/DTF, DE 

 RF Heating (Vacuum) JIPELEC, FR 

 Laser Annealing (CW, 808 nm, 450 W) 
Laser Annealing (30 ns pulse,10 Hz, 308 nm, 500 mJ) 

LIMO, DE; 
COHERENT, USA 

 CVD Tube furnace (RT– 1200 oC, three channel gas) NBD, CN 

 Vacuum oven (RI – 250 oC, Vacuum < 133 Pa) LAB-KITS, CN 

Bonding Techniques Ultrasonic Wire Bonding Kulicke & Soffa, US 

 Semi-automatic Wire-bonder: 
Gold-ball and wedge-wedge bonding 
Ultrasonic generator: 60 kHz, 140 kHz 
Wire deformation control software 

F & S Bondtec, AT 

Cutting, Grinding, Polishing  Bühler, DE 

TEM Sample Preparation Plan View and Cross Section  
incl. Ion Milling Equipment 

Gatan, US 

Disperse and mixer Mixer for pastes and emulsions IKA, DE 

Centrifuge Max. 17850 rpm, 
-10 ... +40 °C 

Thermo Scientific, US 
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Doctoral training programme 

International Helmholtz Research School NANONET 

The Institute of Ion Beam Physics and Materials Research is 

coordinating the International Helmholtz Research School for 

Nanoelectronic Networks (IHRS NANONET) supported by the Initiative 

and Networking Fund of the Helmholtz Association. The project started 

in October 2012. The total funding is 1.2 Mio. € for a period of six years. 

The IHRS NANONET is an international, interdisciplinary and 

thematically focused doctoral programme in the field of molecular 

electronics. The research school aims at attracting and promoting 

excellence by educating promising doctoral candidates with 

backgrounds in physics, chemistry, materials science and electrical 

engineering. During a period of three years, PhD candidates benefit from well-structured, comprehensive 

training curricula and multiple mentorship, while performing cutting edge research projects within one of 

the 15 NANONET research groups. Under the supervision of outstanding scientists leading the field of 

nanoelectronics, the doctoral candidates have the unique opportunity to contribute to the advancement of 

molecular electronics by developing strategies for the integration of single nano-sized building blocks into 

large interconnected networks. 

The IHRS NANONET fosters not only professional qualification but also personal development by 

equipping young graduates with competencies for successful careers in a wide variety of positions in 

academia and industry. The NANONET Annual Workshop 2017 was conducted in the vicinity of Dresden 

and was attended by 32 participants from 9 countries. Two senior students concluded their PhD degrees 

in 2017 at the TU Dresden: Congratulations to Dr. Gözde Öktem and Dr. Jonas Nawroth. 

The consortium 

- Helmholtz-Zentrum Dresden-Rossendorf (HZDR) 

- Technische Universität (TU) Dresden 

- Leibniz Institute of Polymer Research (IPF) Dresden 

- Fraunhofer Institute for Ceramic Technologies and 

Systems (IKTS) Dresden 

- Nanoelectronic Materials Laboratory (NaMLab) gGmbH 

Dresden 

 

For further information, please contact the NANONET coordinator, Dr. Peter Zahn (nanonet@hzdr.de),  

or visit the IHRS NANONET website: www.hzdr.de/nanonet. 

http://www.hzdr.de/db/Cms?pNid=2880
http://www.hzdr.de/db/Cms?pNid=2880
http://www.hzdr.de/db/Cms?pNid=2881
mailto:nanonet@hzdr.de
http://www.hzdr.de/nanonet
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Publications  

Books and chapters 

1. Möller, W. 
Fundamentals of Ion-Solid Interaction - A Compact Introduction 
Wissenschaftlich-Technische Berichte / Helmholtz-Zentrum Dresden-Rossendorf; HZDR-073 
(2017) 

2. Schultheiss, K.; Wagner, K.; Kákay, A.; Schultheiss, H. 
Steering magnons by non-collinear spin textures 
Sergej Demokritov: Spin Wave Confinement: Propagating Waves (2nd Edition), Singapore: Pan 
Stanford Publishing Pte. Ltd. (2017) ISBN 9789814774352 

Publications in journals 

Magnetism 

1. Arora, M.; Hübner, R.; Suess, D.; Heinrich, B.; Girt, E. 
Origin of perpendicular magnetic anisotropy in Co/Ni multilayers 
Physical Review B 96, 024401 (2017) 

2. Arora, M.; Lee-Hone, N. R.; Mckinnon, T.; Coutts, C.; Hübner, R.; Heinrich, B.; Broun, D. M.; Girt, E. 
Magnetic properties of Co/Ni multilayer structures for use in STT-RAM 
Journal of Physics D: Applied Physics 50, 505003 (2017) 

3. Ball, D. K.; Günther, S.; Fritzsche, M.; Lenz, K.; Varvaro, G.; Laureti, S.; Makarov, D.; Mücklich, 
A.; Facsko, S.; Albrecht, M.; Fassbender, J. 
Out-of-plane magnetized cone-shaped magnetic nanoshells 
Journal of Physics D: Applied Physics 50, 115004 (2017) 

4. Banerjee, C.; Gruszecki, P.; Klos, J. W.; Hellwig, O.; Krawczyk, M.; Barman, A. 
Magnonic band structure in a Co/Pd stripe domain system investigated by Brillouin light 
scattering and micromagnetic simulations 
Physical Review B 96, 024421 (2017) 

5. Chumak, A. V.; Schultheiss, H. 
Magnonics: Spin waves connecting charges, spins and photons 
Journal of Physics D: Applied Physics 50, 300201 (2017) 

6. Dev, B. N.; Banu, N.; Fassbender, J.; Grenzer, J.; Schell, N.; Bischoff, L.; Grötzschel, R.; 
McCord, J. 
Ion irradiation effects on a magnetic Si/Ni/Si trilayer and lateral magnetic-nonmagnetic 
multistrip patterning by focused ion beam 
Indian Journal of Physics 91, 1167 (2017) 

7. Drovosekova, A. B.; Kreines, N. M.; Savitsky, A. O.; Kapelnitsky, S. V.; Rylkov, V. V.;  
Tugushev, V. V.; Prutskov, G. V.; Novodvorskii, O. A.; Shorokhova, A. V.; Wang, Y.; Zhou, S. 
Magnetic anisotropy of polycrystalline high-temperature ferromagnetic MnxSi1-x (x≈0.5) 
alloy films 
Journal of Magnetism and Magnetic Materials 429, 305 (2017) 

8. Erb, D.; Schlage, K.; Bocklage, L.; Hübner, R.; Merkel, D. G.; Rüffer, R.; Wille, H.-C.; 
Röhlsberger, R. 
Disentangling magnetic order on nanostructured surfaces 
Physical Review Materials 1, 023001(R) (2017) 

9. Finizio, S.; Wintz, S.; Kirk, E.; Suszka, A.; Gliga, S.; Wohlhüter, P.; Zeissler, K.; Raabe, J. 
Control of the gyration of magnetic vortices by the magneto-elastic effect 
Physical Review B 96, 054438 (2017) 
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10. Heidarian, A.; Stienen, S.; Semisalova, A.; Hübner, R.; Salamon, S.; Wende, H.; Gallardo, R.; 
Grenzer, J.; Potzger, K.; Lindner, J.; Bali, R. 
Ferromagnetic resonance of MBE-grown FeRh thin films through the metamagnetic phase 
transition 
Physica Status Solidi (B) 254, 1700145 (2017) 

11. Körber, L.; Wagner, K.; Kákay, A.; Schultheiß, H. 
Spin-wave reciprocity in the presence of Néel walls 
IEEE Magnetics Letters 8, 4109804 (2017) 

12. Kosub, T.; Kopte, M.; Hühne, R.; Appel, P.; Shields, B.; Maletinsky, P.; Hübner, R.;  
Liedke, M. O.; Fassbender, J.; Schmidt, O. G.; Makarov, D. 
Purely Antiferromagnetic Magnetoelectric Random Access Memory 
Nature Communications 8, 13985 (2017) 

13. Kriegner, D.; Reichlova, H.; Grenzer, J.; Schmidt, W.; Ressouche, E.; Godinho, J.; Wagner, T.; 
Martin, S.; Shick, A.; Volobuev, V.; Springholz, G.; Holy, V.; Wunderlich, J.; Jungwirth, T.; 
Vyborny, K. 
Magnetic anisotropy in antiferromagnetic hexagonal MnTe 
Physical Review B 96, 214418 (2017) 

14. Langer, M.; Röder, F.; Gallardo, R. A.; Schneider, T.; Stienen, S.; Gatel, C.; Hübner, R.;  
Bischoff, L.; Lenz, K.; Lindner, J.; Landeros, P.; Fassbender, J. 
The role of the internal demagnetizing field for the dynamics of a magnonic crystal 
Physical Review B 95, 184405 (2017) 

15. Lee-Hone, N. R.; Thanhoffer, R.; Neu, V.; Schäfer, R.; Arora, M.; Hübner, R.; Suess, D.;  
Broun, . M.; Girt, E. 
Roughness-induced domain structure in perpendicular Co/Ni multilayers 
Journal of Magnetism and Magnetic Materials 441, 283 (2017) 

16. Lin, G.; Makarov, D.; Schmidt, O. G. 
Magnetic sensing platform technologies for biomedical applications 
Lab on a Chip 17, 1884 (2017) 

17. Liu, Y.; Yuan, Y.; Liu, F.; Böttger, R.; Anwand, W.; Wang, Y.; Semisalova, A.; Ponomaryov, A.; 
Lu, X.; N’Diaye, A. T.; Arenholz, E.; Heera, V.; Skorupa, W.; Helm, M.; Zhou, S. 
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161. Schultheiss, H. 
Spins in Formation 
Physik Journal 16 (09), 59 (2017) 
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Patents 

1. Bali, R.; Kolesar, V.; Vazquez, M. 
P1513 - Procedure and apparatus for measuring a d.c. magnetic field based on 
magnetostrictive effect in magnetic wires 
EP3171189 - Offenlegung: 24.05.2017 

2. Klingner, N.; Heller, R.; Hlawacek, G.; Facsko, S.; von Borany, J.; Wilhelm, R. A. 
P1608 - Ionenmikroskopievorrichtung 
DE102016112328 - Erteilung: 05.01.2017 

3. Singh, A.; Winnerl, S.; Schneider, H.; Helm, M. 
P1609 - THz-Antenne und Vorrichtung zum Senden und/oder Empfangen von THz-
Strahlung 
DE102016116900 - Erteilung: 02.08.2017, Nachanmeldungen: WO 
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Concluded scientific degrees 

PhD theses 

1. Bogusz, A. 
Development of novel YMnO3-based memristive structures 
TU Chemnitz, 23.08.2017 

2. Klingner, N. 
Ionenstrahlanalytik im Helium-Mikroskop 
TU Dresden, 31.01.2017 

3. Kopte, M. 
Spin-orbit effects in asymmetrically sandwiched ferromagnetic thin films 
TU Dresden, 16.11.2017 

4. Langer, M. 
Spin waves: the transition from a thin film to a full magnonic crystal 
TU Dresden, 31.07.2017 

5. Wenisch, R. 
In-situ and ex-situ investigation of transition metal catalyzed crystallization of carbon and 
silicon thin films 
TU Chemnitz, 08.11.2017 

6. Wutzler, R. 
Integration of III-V compound nanocrystals in silicon via ion beam implantation and flash 
lamp annealing 
TU Dresden, 26.09.2017 

7. Yuan, Y. 
The interplay between localization and magnetism in III-Mn-V dilute ferromagnetic 
semiconductors 
TU Dresden, 23.10.2017 
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Bachelor/Master/Diploma theses  

1. Koladi Mootheri, V. 
Fabrication and electrical characterization of transistor structures based on ultrathin 
layers of indium selenide 
TU Dresden, KU Leuven, 04.10.2017 

2. Kruv, A. 
Multifunctional flexible electronics on ultra-thin polymeric foils 
TU Dresden, 21.09.2017 

3. Leipoldt, J. 
Optoelektronische Eigenschaften von Phosphor-hochdotierten und mittels 
Ionenstrahlsynthese und Blitzlampenausheilung hergestellten Germaniumverbindungen 
TU BA Freiberg, 13.04.2017 

4. Matthies, P. 
Non-reciprocal behavior of spin waves in coupled layers 
TU Dresden, 30.10.2017 

5. Nurmamytov, T. 
Gallium-induced surface modification of SiOx/Si(111) substrates for the subsequent 
growth of GaAs nanowires by molecular beam epitaxy 
Universität Kiel, 06.03.2017 

6. Pineda Gomez, R. 
Fabrication and electrical characterization of electronic devices based on 2D materials 
TU Dresden, KU Leuven, 04.10.2017 

7. Strunck, T. 
Untersuchung des Energieeintrags hochgeladener Ionen in ultradünnen Membranen 
TU Dresden, 09.02.2017 

8. Weinhold, T. 
Magneto-optische Charakterisierung von Spinwellen-Autooszillationen 
TU Dresden, 22.09.2017 
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Appointments and honors 

Appointments 

1. Schultheiß, Helmut 

Head of the Emmy Noether Junior Research Group “Magnonics: Spin waves bridging Spintronics 

and Photonics” was appointed as Chair of the German Chapter of the IEEE Magnetics Society. 

Awards and honors 

1. Schultheiß, Helmut 

Head of the Emmy Noether Junior Research Group “Magnonics: Spin waves bridging Spintronics 

and Photonics” received the Walter Schottky Prize 2017 of the Deutsche Physikalische 

Gesellschaft (DPG) for „his fundamental research about understanding spin wave propagation in 

nanostructures and their application in new functional devices for transport and logic processing 

of information“. 

2. Hache, Toni 

Master student in the department “Magnetism” was announced as the Georg Simon Ohm 

Laureate 2018 of the Deutsche Physikalische Gesellschaft (DPG) “... for the outstanding 

Master’s thesis ‘Preparation and Characterization of Spin-Hall Effect-based nano Microwave 

Oscillators’ within the course Nanotechnology“ at the Westsächsische Hochschule Zwickau. The 

prize was handed over at the DPG Spring Meeting in Erlangen in March 2018. 

3. Krasheninnikov, Arkady 

Head of the “Atomistic Simulations of Irradiation-induced Phenomena” group received the HZDR 

Research Award 2017 “… for his theoretical analysis of defects in 2-dimensional materials”. 

In addition, he was announced as Highly Cited Researcher 2017 by Clarivate Analytics, 

Philadelphia, PA, USA. 

4. Kosub, Tobias 

PhD student in the department “Magnetism” won the HZDR PhD Award 2017 for his dissertation 

on “Ferromagnet-free magnetoelectric thin film elements”. Additionally, he received the 2nd Prize 

of the HZDR Innovation Competition 2017.  

5. Chava, Phanish 

Master student in the department “Scaling Phenomena” received a Cfaed Inspire Grant by the 

Center for Advancing Electronics Dresden (cfaed) to collaborate with Dr. Quentin Smets at 

IMEC, Leuven, Belgium for a 6-months stay “Towards the fabrication of Tunnel Field Effect 

Transistors using 2-Dimensional Materials“.  

6. Xu, Xiaomo 

PhD student in the department “Ion Beam Center” was finalist of the Graduate Student Award 

at the AVS 64th International Symposium and Exhibition, Nanometer-Scale Science and 

Technology Division (NSTD), Tampa, FL, USA, 29.10. - 3.11.2017. 
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Invited conference contributions, colloquia, lectures 
and talks  

Invited conference talks 

1. Deac, A. M. 
Ultrahigh anisotropy Heusler alloys for THz spin-torque oscillators 
62nd Annual Conference on Magnetism and Magnetic Materials, 06.-10.11.2017, Pittsburgh, 
USA 

2. Facsko, S.; Heinig, K. H.; Stegemann, K. H.; Pruefer, T.; Xu, X.; Hlawacek, G.; Huebner, R.; 
Wolf, D.; Bischoff, L.; Moeller, W.; von Borany, J. 
Ion Beam-Enabled CMOS-Compatible Manufacturing of SETs Operating at Room 
Temperature 
Ion-Surface Interactions 2017, 21.-25.08.2017, Moscow, Russia 

3. Facsko, S.; Ou, X.; Engler, M.; Erb, D.; Skeren, T.; Bradley, R. M. 
Nanoscale surface patterning of crystalline semiconductor surfaces by broad ion beam 
irradiation 
MRS Fall Meeting, 26.11.-1.12.2017, Boston, USA 

4. Facsko, S.; Ou, X.; Engler, M.; Erb, D.; Skeren, T.; Bradley, R. M. 
Nanoscale surface patterning by non-equilibrium self-assembly of ion-induced vacancies 
and ad-atoms 
20th International Conference on Surface Modification of Materials by Ion Beams,  
09.-14.07.2017, Lisbon, Portugal 

5. Facsko, S.; Wilhelm, R. A.; Gruber., E.; Heller, R.; Gölzhäuser, A.; Beyer, A.; Turchanin, A.; 
Aumayr, F. 
Nanomembranes Modified by Highly Charged Ions 
Towards Reality in Nanoscale Materials IX, 13.-16.02.2017, Levi, Finland 

6. Fassbender, J. 
Ion Beam Modification of Magnetic Materials 
International Conference on 'Accelerators in Materials and Medical Sciences' 2017,  
05.-07.10.2017, Dubai, United Arabic Emirates 

7. Fassbender, J. 
Nanomagnet fabrication by ion beams 
Moscow International Symposium on Magnetism, 01.-05.07.2017, Moscow, Russia 

8. Fowley, C.; Rode, K.; Gallardo, R.; Thiyagarajah, N.; Lau, Y.-C.; Borisov, K.; Betto, D.; Atcheson, 
G.; Kampert, E.; Wang, Z.; Lindner, J.; Coey, M.; Stamenov, P.; Deac, A. M. 
Spin-transfer driven dynamics in hybrid structures 
Moscow International Symposium on Magnetism, 01.-05.07.2017, Moscow, Russia 

9. Gago, R.; Prucnal, S.; Palomares, J.; Jiménez, I.; Hübner, R. 
Phase Formation and Selectivity on Cr (co-)Doped TiOU+2082 through Interface 
Engineering and Post-Deposition Flash Lamp Annealing 
2017 MRS Fall Meeting & Exhibit, 26.11.-01.12.2017, Boston, MA, USA 

10. Georgiev, Y. M. 
High Resolution Nanofabrication 
5th International workshop “Nano-Fabrication, Devices & Metrology”, 19.-20.06.2017, Eindhoven, 
The Netherlands 

11. Gruber, E.; Wilhelm, R. A.; Petuya, R.; Smejkal, V.; Kozubek, R.; Hierzenberger, A.; Bayer, B. 
C.; Aldazabal, I.; Kazansky, A. K.; Libisch, F.; Krasheninnikov, A. V.; Schleberger, M.; Facsko, 
S.; Borisov, A. G.; Arnau, A.; Aumayr, F. 
Ultrafast electronic response of graphene to a strong and localized electric field 
Optical NanoSpectroscopy IV, 28.-31.03.2017, Lisbon, Portugal 



78  Invited conference contributions, colloquia, lectures and talks 
 
12. Heinig, K.-H.; Prüfer, T.; Möller, W.; Hlawacek, G.; Xu, X.; Bischoff, L.; Hübner, R.; Wolf, D.; 

Facsko, S.; von Borany, J. 
Ion-Beam-Induced Self-Organisation of Nanostructures at Interfaces 
FOR3NANO: Formation of 3D Nanostructures by Ion Beams, 28.-30.06.2017, Helsinki, Finland 

13. Helm, M. 
THz spectroscopy of solids with a free electron laser 
2nd German THz Conference, 29.-31.03.2017, Bochum, Germany 

14. Helm, M.; König-Otto, J.; Schmidt, J.; Dimakis, E.; Winnerl, S.; Schneider, H. 
Nonlinear THz spectroscopy of low-dimensional materials 
MTSA 2017 & TeraNano-8, 19.-23.11.2017, Okayama, Japan 

15. Hlawacek, G. 
Nanofabrication with the Helium Ion Microscope 
Chemistry for Electron-Induced Nanofabrication (CELINA), 15.09.2017, Porto, Portugal 

16. Hlawacek, G. 
Spatially controlled formation of nanostructures for magnetic and electronic applications 
The Japan Society of Applied Physics (JASP) Autumn Meeting,  07.09.2017, Fukuoka, Japan 

17. Hlawacek, G. 
Structuring magnetic and electronic materials using GFIS noble gas focused beams 
MRS Fall Meeting, 28.11.2017, Boston, USA 

18. Hlawacek, G.; Klingner, N.; Heller, R.; Facsko, S. 
Analytic approaches with focused ion beams 
Meeting on Focused Ion Beams in Berlin (FIBiB), 06.11.2017, Berlin, Germany 

19. Josten, E.; Glavic, A.; Meertens, D.; Wetterskog, E.; Bersgtröm, L.; Brückel, T.; Lindner, J. 
Magnetic nanomaterials 
Jülich Center for Neutron Science (JCNS) Workshop 2017, 10.-13.10.2017, Tutzing, Germany 

20. Klingner, N.; Heller, R.; Hlawacek, G.; Facsko, S. 
SIMS on smallest scale 
23-rd International Conference of Ion-Surface Interactions 2017, 21.-25.08.2017, Moscow, 
Russia 

21. Klingner, N.; Heller, R.; Hlawacek, G.; Möller, W.; Facsko, S. 
Nanoscale imaging and compositional analysis in the helium ion microscope 
23rd International Conference on Ion Beam Analysis IBA-2017, 11.10.2017, Shanghai, China 

22. Kosub, T. 
Purely Antiferromagnetic Magnetoelectric Random Access Memory 
Spin X Seminar Mainz/Kaiserslautern, 08.06.2017, Mainz, Germany 

23. Krause, M.; Wenisch, R.; Heras, I.; Lungwitz, F.; Janke, D.; Guillén, E.; Erbe, A.; Gemming, S.; 
Escobar Galindo, R. 
New solar-selective CSP receiver coatings studied by environmental in situ methods 
12th Pacific Rim Conference on Ceramic and Glass Technology including Glass & Optical 
Materials Division Meeting 2017, 21.-26.05.2017, Waikoloa, USA 

24. Lenz, K.; Narkowicz, R.; Reiche, C. F.; Kákay, A.; Mühl, T.; Büchner, B.; Suter, D.; Lindner, J.; 
Fassbender, J. 
Magnetization dynamics of a single Fe-filled carbon nanotube detected by ferromagnetic 
resonance 
Intermag Europe 2017, IEEE International Magnetics Conference, 24.-28.04.2017, Dublin, Irland 

25. Liedke, M. O.; Bali, R.; Hübner, R.; Gradauskaite, E.; Ehrler, J.; Wang, M.; Potzger, K.; Zhou, S.; 
Wagner, A. 
Magnetic phase transitions in ns-laser irradiated FeAl systems: the role of open volume 
defects 
The International Workshop on Positron Studies and Defects 2017 (PSD-17), 03.-08.09.2017, 
Dresden, Germany 

26. Makarov, D. 
ERC grant SMaRT at the Helmholtz-Zentrum Dresden-Rossendorf 
Eastern Partnership PLUS Workshop “Science Connects”, 15.05.2017, Kyiv, Ukraine 
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27. Makarov, D. 

Flexible und ultradünne Magnetfeldsensorik 
Science Match: Future Technologies, 26.01.2017, Dresden, Germany 

28. Makarov, D. 
Magnetic coupling phenomena in curved nanomagnets 
Magnetic Coupling in Nanostructured Materials, 23.-25.10.2017, Rome, Italy 

29. Makarov, D. 
Flexible electronics: from interactive on-skin devices to in vivo applications 
LII Zakopane School of Physics, 26.05.2017, Zakopane, Poland 

30. Makarov, D. 
Intelligent materials and devices 
Special workshop at the Institute of Mathematics, National Academy of Sciences of Ukraine, 
14.05.2017, Kyiv, Ukraine 

31. Makarov, D. 
Spintronics of thin film granular antiferromagnets 
Workshop on antiferromagnetic spintronics, 25.-27.10.2017, Grenoble, France 

32. Makarov, D. 
Electronic proprioception 
NanoBioSensor Conference, 04.-05.09.2017, Dresden, Germany 

33. Makarov, D. 
Flexible and ultrathin magnetic field sensorics 
12. Silicon Saxony Day, 20.06.2017, Dresden, Germany 

34. Menendez, E.; Surinach, S.; Baro, M. D.; Liedke, M. O.; Fassbender, J.; Nogues, J.; Sort, J. 
Structure, composition and magnetism in FeAl alloys 
Frontiers in Materials Processing Applications, Research and Technology, 09.-12.07.2017, 
Bordeaux, France 

35. Nanda, G.; Hlawacek, G.; Goswami, S.; Watanabe, K.; Taniguchi, T.; Alkemade, P. F. A. 
Electronic transport in helium-ion-beam etched encapsulated graphene nanoribbons 
User Meeting Kleindiek, 25.-26.04.2017, Reutlingen, Germany 

36. Otalora, J. A.; Lindner, J.; Schultheiss, H.; Hertel, R.; Thomas, A.; Nielsch, K.; Kákay, A. 
Curvilinear magnonics 
62nd Annual Conference on Magnetism and Magnetic Materials, 06.-10.11.2017, Pittsburgh, 
USA 

37. Prucnal, S. 
Doping of Ge via nonequilibrium processing 
18th AGATA week and 2nd Position Sensitive Germanium Detectors and Application Workshop, 
11.-15.09.2017, Milan, Italy 

38. Prucnal, S. 
Strategies for high doping of Ge 
EMRS Fall Meeting 2017, 18.-21.09.2017, Warsaw, Poland 

39. Rugel, G.; Akhmadaliev, S.; Belokonov, G.; Böttger, R.; von Borany, J.; Gutzmer, J.; Kaever, P.; 
Meyer, M.; Noga, P.; Renno, A. D.; Scharf, A.; Tiessen, C. J.; Voigtländer, J.; Wagner, N.; 
Wiedenbeck, M.; Winter, A.; Wu, H. S.; Ziegenrücker, R. 
Status report of Super-SIMS for resource technology 
23rd International Conference on Ion Beam Analysis IBA-2017, 08.-13.10.2017, Shanghai, China 

40. Schneider, H.; Schmidt, J.; Stephan, D.; Bhattacharyya, J.; Winnerl, S.; Dimakis, E.; Helm, M. 
THz-spectroscopic studies on electron dynamics in a GaAs single quantum well and an 
InAs single quantum dot 
14-th International Conference on Intersubband Transitions in Quantum Wells (ITQW2017), 10.-
15.09.2017, Singapore, Singapore 

41. Schultheiss, H. 
Spins in Formation 
DPG Frühjahrstagung, 22.3.2017, Dresden, Germany 



80  Invited conference contributions, colloquia, lectures and talks 
 
42. Semisalova, A. S.; Bali, R.; Wintz, S.; Barton, C.; Thomson, T.; Hlawacek, G.; Fowley, C.; Ehrler, 

J.; Bottger, R.; Potzger, K.; Lindner, J.; Fassbender, J. 
Structural disorder induced magnetization in FeAl and FeRh: The perspectives for 
laterally patterned magnetic metamaterials 
META'17, The 8th International Conference on Metamaterials, Photonic Crystals and 
Plasmonics, 25.-28.07.2017, Incheon - Seoul, South Korea 

43. Semisalova, A.; Stienen, S.; Barton, C. W.; Boettger, R.; Bali, R.; Thomson, T.; Farle, M.; 
Fassbender, J.; Potzger, K.; Lindner, J. 
Ferromagnetic resonance in FeRh thin films near the antiferromagnetic-ferromagnetic 
phase transition 
AMP 2017, Interdisciplinary workshop “Acousto-magneto-plasmonics meets quantum optics”, 
28.-30.06.2017, Versailles, France 

44. Tauchnitz, T.; Balaghi, L.; Hübner, R.; Bischoff, L.; Schneider, H.; Helm, M.; Dimakis, E. 
What Ga droplets can and cannot do in the growth of GaAs nanowires on Si 
19th European Workshop on Molecular Beam Epitaxy, 19.-22.03.2017, Korobitsyno, St. 
Petersburg, Russia 

45. Wagner, A.; Butterling, M.; Hirschmann, E.; Krause-Rehberg, R.; Liedke, M. O.; Potzger, K. 
Positron Annihilation Studies using a Superconducting Electron LINAC 
International Workshop on Positron Studies of Defects 2017 (PSD-17), 03.-08.09.2017, Dresden, 
Germany 

46. Wagner, A.; Butterling, M.; Hirschmann, E.; Krause-Rehberg, R.; Liedke, M. O.; Potzger, K. 
Positron Annihilation Studies using a Superconducting Electron LINAC 
International Workshop on Physics with Positrons at Jefferson Lab, 12.-15.09.2017, Newport 
News, VA, USA 

47. Wallner, A.; Kinoshita, N.; Feige, J.; Froehlich, M.; Hotchkis, M.; Paul, M.; Fifield, L. K.; Golser, 
R.; Honda, M.; Kivel, N.; Linnemann, U.; Matsuzaki, H.; Merchel, S.; Pavetich, S.; Rugel, G.; 
Schumann, D.; Tims, S. G.; Steier, P.; Winkler, S. R.; Yamagata, T. 
Interstellar 60Fe detected on Earth - but where is the r-process nuclide 244Pu? 
14th International Conference on Accelerator Mass Spectrometry (AMS-14), 14.-18.08.2017, 
Ottawa, Canada 

48. Wiesenhütter, K.; Skorupa, I.; Neubert, M.; Rebohle, L., Schmidt, H. 

PolCarr - intelligente Trägerlösungen für eine effektive Immobilisierung von 
Biomaterialen 
Science Match: Future Technologies, 26.01.2017, Dresden, Germany 

49. Wiesenhütter, K.; Skorupa, I.; Neubert, M.; Rebohle, L., Schmidt, H. 
Fabrication of silicon BioChips with charge pattern and surface-near electrostatic forces 
12. Silicon Saxony Day, 20.06.2017, Dresden, Germany 

50. Wiesenhütter, K.; Skorupa, I.; Neubert, M.; Rebohle, L., Schmidt, H. 
Fabrication of silicon BioChips with charge pattern and surface-near electrostatic forces 
Jahrestagung der Biomedizinischen Technik  und Dreiländertagung der Medizinischen Physik, 
10.-13.09.2017, Dresden, Germany 

51. Winnerl S. 
Unusual Coulomb effects in graphene 
Finite Systems in Nonequilibrium: From Quantum Quench to the Formation of Strong 
Correlations, 10.-30.09.2017, Natal, Brasil 

52. Wintz, S.; Sluka, V.; Dieterle, G.; Weigand, M.; Tiberkevich, V.; Schneider, T.; Gallardo, R. A.; 
Finizio, S.; Erbe, A.; Lindner, J.; Schütz, G. A.; Slavin, A. N.; Raabe, J.; Fassbender, J. 
Spin textures as local and tunable spin-wave emitters 
62nd Annual Magnetism & Magnetic Materials Conference, 06.-10.11.2017, Pittsburgh, USA 

53. Wintz, S.; Sluka, V.; Schneider, T.; Kakay, A.; Weigand, M.; Schultheiss, K.; Warnatz, T.; 
Mattheis, R.; Gallardo, R. A.; Roldan-Molina, A.; Landeros, P.; Tiberkevich, V.; Slavin, A.; Erbe, 
A.; Deac, A.; Lindner, J.; Fassbender, J.; Raabe, J. 
Spin Wave Emission from Topological Spin Textures 
Moscow International Symposium on Magnetism, 01.-05.07.2017, Moscow, Russia 
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Colloquia, lectures and talks (without conference talks) 

54. Fassbender, J. 
Ion beams for the creation of magnonic circuits 
Magnonics - quo vadis?, 27.10.2017, Kaiserslautern, Germany 

55. Froideval, A. 
ESUO activities: an update 
3rd Meeting of the European User Offices, 23.-24.10.2017, Lund, Sweden 

56. Helm, M. 
Nanoelectronics Research in Dresden 
Kolloquium der Fakultät für Elektrotechnik und Informationstechnik, 05.05.2017, Vienna, Austria 

57. Hlawacek, G.; Krasheninnikov, A.; Klingner, N.; Möller, W.; Munnik, F.; Facsko, S. 
Scanning Transmission Ion Microscopy 
npSCOPE Kick off meeting, 16.-17.01.2017, Belvaux, Luxembourg 

58. Hlawacek, G. 
Helium and Neon ion based microscopy and nanofabrication 
Physik Kolloquium, 03.07.2017, Leoben, Austria 

59. Kelling, J. 
Efficient Parallel Monte-Carlo Simulations for Large-Scale Studies of Surface Growth 
Processes 
Seminar Topical Problems, 14.06.2017, Chemnitz, Germany 

60. Kelling, J.; Heinig, K. H.; Weigel, M.; Gemming, S. 
GPU-Accelerated Kinetic Lattice Monte Carlo for Experimental-Scale Studies 
TYC@Imperial, 16.10.2017, London, UK 

61. Kretschmer, S.; Komsa, H.-P.; Bøggild, P.; Krasheninnikov, A. V. 
Phase Transitions in Two-Dimensional Transition Metal Dichalcogenides under Electron 
Beam 
Seminar, 15.-19.05.2017, Helsinki, Finland 

62. Makarov, D. 
Electronic proprioception 
Invited talk at the Microsoft Applied Sciences Group, 04.12.2017, Redmond, USA 

63. Osten, J.; Hula, T.; Wagner, K.; Henschke, A.; Lenz, K.; Schultheiss, H.; Lindner, J.; Fassbender, J. 
The influence of local ion implantation on magnetic domains, magnetoresistance and spin 
wave propagation 
Hard Condensed Matter Theory Seminar, 24.01.2017, Mainz, Germany 

64. Schneider, H. 
Terahertz spectroscopy of semiconductor nanostructures with a free-electron laser 
Seminarvortrag, University of Wollongong, 02.03.2017, Wollongong, Australia 

65. Schultheiss, H. 
Spins in Formation 
Kolloquium Walther Meissner Institut, 27.01.2017, Garching, Germany 

66. Schultheiss, H. 
Spins in Formation 
Physikalisches Kolloquium TU Dresden, 13.06.2017, Dresden, Germany 

67. Schultheiss, H. 
Spins in Formation 
Physikalisches Kolloquium TU Chemnitz, 15.11.2017, Chemnitz, Germany 

68. Schultheiss, H. 
Spins in Formation 
SFB Seminar Uni Regensburg, 26.01.2017, Regensburg, Germany 

69. Schultheiss, H. 
Spins in Formation 
Physikalisches Kolloquium Universität Augsburg, 27.11.2017, Augsburg, Germany 



82  Invited conference contributions, colloquia, lectures and talks 
 
70. Skorupa, W.; Pelic, B.; Werner, H.; Eule, D. 

Materialwissenschaftliche Untersuchungen für den Orgelbau: Von Bleigieß-Rezepten des 
17. Jh. zu antikorrosiver Nanotechnologie 
Eingeladener Seminarvortrag, 26.04.2017, Steinfurt, Germany 

71. Wiesenhütter, K.; Skorupa, I.; Neubert, M.; Rebohle, L., Schmidt, H. 

PolCarr - smart carrier solutions for effective immobilization of biomaterials 
Invited talk at the Thermo Fisher Scientific Innovation Day Europe, 11.05.2017, Darmstadt, 
Germany 

72. Winnerl, S. 
Teilchenphysik in Bleistiftstaub: das Wundermaterial Graphen 
Seniorenakademie Dresden, 26.11.2017, Dresden, Germany 
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Conferences, workshops, colloquia and seminars 

Organization of conferences and workshops 

1. Azkona, I.; Endrino, J.L.; Escobar-Galindo, R.; Krause, M.  
“Surfaces, Coatings and Interfaces in Concentrated Solar Energy Applications” 
Symposium at the MRS Spring Meeting 
17. – 21.04.2017, Phoenix, USA 

2. Astakhov, G; Zhou, S.; Gali, A.  
International Workshop on SiC defects for quantum technology 
07. – 08.12 2017, Dresden, Germany 

3. Bittencourt, C.; Ewels, C.; Foster, A.; Holmström, E.; Hynninen, T.; Krasheninnikov, A.;  
Nordlund, K. 
Workshop “Towards Reality in Nanoscale Materials IX” 
13. – 16.02.2017, Levi, Finland 

4. Erbe, A.; Zahn, P. 
NANONET Annual Workshop 2017 
16. – 18.08.2017, Klingenberg, Germany 

5. Facsko, S.; Heller, R.; Hlawacek, G.; Krasheninnikov, A.; Wilhelm, R. A. 
22th International Workshop on Inelastic Ion Surface Collisions (IISC-22) 
17. – 22.09.2017, Dresden, Germany 

6. Hlawacek, G. 
Advanced ion microscopy focus topic (HI-FT) at the AVS (American Vacuum Society) 
International Symposium & Exhibition 
29.10. – 03.11.2017, Tampa, USA 

7. Hlawacek, G. 
FIBiB: Focused Ion Beams in Berlin 
06. – 07.11.2017, Berlin, Germany 

8. Hübner, R. 
5. Sächsisches TEM-Präparatorentreffen 
06.04.2017, Dresden, Germany 

9. Schramm, B.; Winnerl, S.; Pashkin, A.; Klopf, J. M. 
First FELBE User Workshop 
24. – 25.04.2017, Dresden, Germany 

10. Sutter, P.; Alem, N.; Krasheninnikov, A.; Weber-Bargioni, A.  
“2D Materials—Macroscopic Perfection vs. Emerging Nanoscale Functionality” 
Symposium at the MRS Spring Meeting 
17. – 21.04.2017, Phoenix, USA 

11. Wilhelm, R.; Facsko, S.; Hlawacek, G.; Heller, R.;Krasheninnikov, A. 
IISC 1st Summer School 
13.  – 15.09.2017, Dresden, Germany 

 



84  Conferences, workshops, colloquia and seminars 
 

Colloquia 

1. Farle, Michael 
University of Duisburg-Essen, Germany, and Immanuel Kant Baltic Federal University, Russia 
Functionalized hybrid nanomagnets: New materials for innovations in energy storage and 
medical theranostics 
27.11.2017 

2. Fischer, Inga A. 
Institute for Semiconductor Engineering/University of Stuttgart, Germany 
Spin injection into Si and Ge with manganese-based ferromagnetic electrodes 
02.11.2017 

3. Hong, Minghwei 
Department of Physics and Graduate Institute of Applied Physics/National Taiwan University 
Scientific elegance of perfecting oxide/InGaAs and metal/InGaAs interfaces in pushing 
high-performance devices 
23.11.2017 

4. Jin, Xiaofeng 
Fudan University, China 
The Hall effects Edwin Hall never imagined 
06.03.2017 

5. Kaltenbrunner, Martin 
Linz Institute of Technology, Department of Soft Matter Physics, Soft Electronics Laboratory, 
Johannes Kepler University, Austria 
Soft Electronics 
12.04.2017 

6. Knoch, Joachim 
Institute of Semiconductor Electronics, RWTH Aachen, Germany 
Alternative for dopants in semiconducting field-effect transistors 
11.05.2017 

7. Liu, Kai 
Experimental Condensed Matter Physics, Physics Department, UC Davis, USA 
Nanomagnetic playground: Magnetic skyrmions, magneto-ionics and HAMR media 
23.08.2017 

8. Metzger, Robert 
Molecular Electronics/Department of Chemistry, University of Alabama, USA 
The smallest unimolecular rectifier, Coulomb blockades and other results 
24.08.2017 

9. Ohshima, Takeshi 
Directorate National Institutes for Quantum and Radiological Science and Technology, Japan 
Creation of color centers acting as single photon sources in silicon carbide using  
particle beams 
12.06.2017 

10. Patane, Amalia 
University of Nottingham, UK 
InSe rediscovered: A van der Waals crystal for electronics and optoelectronics 
30.06.2017 

11. Tegenkamp, Christoph 
Institut für Physik/Technische Universität Chemnitz, Germany 
Spin-charge transport phenomena on the atomic scale 
09.11.2017 

12. Yakobson, Boris 
Department of Materials Science & NanoEngineering, Department of Chemistry, and the Richard 
E. Smalley Institute, Rice University, Houston, USA 
Predictive modeling of 2D materials, synthesis to properties 
27.07.2017 
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Seminars  

1. Arrott, Anthony S. 
Simon Fraser University, Canada 
Visualization and interpretation of magnetic states based on the concept of magnetic 
charges 
14.06.2017 

2. Astakhov, Georgy 
Universität Würzburg, Germany 
Microwave, terahertz and optical spectroscopy of low dimensional quantum systems 
10.03.2017 

3. Awad, Ahmad 
Physics Department, University of Gothenburg, Sweden 
Long-range mutual synchronization of spin Hall nano-oscillators 
28.02.2017 

4. Bastard, Gérald 
École Normale Supérieure, Paris, France 
Impurities in semiconductor heterostructures 
17.10.2017 

5. Bauer, Peter 
Johannes Kepler University, Linz, Austria 
Fundamentals of ion-solid interaction and ion stopping 
13.09.2017 

6. Chang, Ching-Hao 
IFW Dresden, Germany 
Carrier driven magnetic coupling and anisotropy in ferromagnetic oxide heterostructures 
26.06.2017 

7. Eswara Moorthy, Santhana 
Institute of Science and Technology (LIST), Advanced Instrumentation for Ion Nano-Analytics 
(AINA), Belvaux, Luxembourg 
New in-situ techniques for correlative microscopy: TEM-SIMS and HIM-SIMS 
16.11.2017 

8. Forstner, Oliver 
Friedrich-Schiller-Universität Jena und GSI Helmholtzzentrum für Schwerionenforschung, 
Germany 
Laser interaction studies with negative and highly-charged positive ions 
06.04.2017 

9. Ganesh, Ramachandran 
Institute of Mathematical Science, Chennai, India 
Impurity induced current in Chern insulators 
14.09.2017 

10. Haglund, Richard 
Vanderbilt University, USA 
Tunable metasurfaces for switching and imaging using a metal-insulator transition 
11.08.2017 

11. Holland-Moritz, Henry 
Friedrich-Schiller-Universität Jena, Germany 
Ion-nanostructure interaction 
10.03.2017 

12. Iwase, Akihiro 
Department of Materials Science, Osaka Prefecture University, Japan 
Materials modifications and their analysis by using ion accelerators and synchrotron 
radiation facilities 
30.06.2017 

 

 



86  Conferences, workshops, colloquia and seminars 
 
13. Jobst, Johannes 

Huygens-Kamerlingh Onnes Laboratorium, Leiden Center for Ultramicroscopy (LCU), Leiden 
University, The Netherlands 
Probing band structure and charge transport in two-dimensional materials with low-
energy electron microscopy 
15.12.2017 

14. Kaiser, Andreas 
Argonne National Laboratory, USA 
Active micromagnets 
29.03.2017 

15. Kobus, Jacek 
Instytut Fizyki, Uniwersytet Mikołaja Kopernika, Toruń, Poland 
Finite difference Hartree-Fock method. Algorithm, implementation and application 
27.09.2017 

16. König, Dirk 
Integrated Materials Design Centre, University of New South Wales/Australia and Chair of 
Nanotechnology, IMTEK, Albert Ludwigs University Freiburg, Germany 
Modulation doping of Si nanostructures 
15.06.2017 

17. Kudrawiec, Robert 
Wroclaw University of Science and Technology, Poland 
Electronic band structure and optical properties of highly mismatched alloys 
26.10.2017 

18. Michely, Thomas 
University of Cologne, Germany 
Ion beam damage in 2D materials 
13.09.2017 

19. Nastasi, Michael 
University of Nebraska/Nebraska Center for Energy Science Research, USA 
Ion beam mixing 
14.09.2017 

20. Nemec, Hynek 
Institute of Physics, Academy of Sciences of the Czech Republic 
Linear and non-linear terahertz conductivity spectra of nanostructures 
01.12.2017 

21. Pétuya, Rémi 
Institut des Sciences Analytiques et de Physico-Chimie pour l’Environnement (IPREM), France 
Ultrafast electronic response of graphene to the strong and localized electric field of a 
slow highly charged ion-Time Dependent Density Functional Theory (TD-DFT) simulations 
20.09.2017 

22. Radek, Manuel 
Universität Münster, Germany 
Experimental and numerical investigations of atomic mixing in silicon, germanium, and 
their alloys 
07.04.2017 

23. Rensberg, Jura 
Friedrich-Schiller-Universität Jena, Germany 
Ion beam modification of phase transition materials – A method to turn VO2 films into 
optical metasurfaces 
26.10.2017 

24. Schmidt, Matthias 
UFZ Leipzig, Germany 
Scanning electron and helium-ion microscopy at ProVIS - Centre for Chemical Microscopy 
12.05.2017 
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25. Seiler, Martin 

The National Laboratory for Age Determination NTNU Trondheim, Sweden 
Developments at small AMS instruments 
05.04.2017 

26. Stier, Andreas 
National High Magnetic Field Laboratory/Los Alamos National Laboratory, USA 
Magneto-spectroscopy of 2D excitons in pulsed magnetic fields up to 65 Tesla 
06.09.2017 

27. Stolterfoht, Nikolaus 
Helmholtz-Zentrum Berlin für Materialien und Energie, Germany 
Guiding of highly charged ions through capillaries in insulating materials: milestones in 
experiments and simulations 
03.05.2017 

28. Teichert, Christian 
Montanuniversität Leoben, Austria 
Functionalizing 2D materials by organic molecules 
02.05.2017 

29. Tretiakov, Oleg 
Tohoku University, Japan 
Large curvature effects on ferromagnetic structures and skyrmions 
25.09.2017 

30. Turchanin, Andrey 
Institut für Physikalische Chemie, Friedrich-Schiller-Universität Jena und Jena Center for Soft 
Matter (JCSM),Germany 
Functional 2D materials via electron irradiation induced conversion of aromatic 
monolayers and thin films 
04.05.2017 

31. Urbanek, Michal 
CEITEC - Central European Institute of Technology/Brno University of Technology, Czech 
Republic 
Multicomponent magnonic crystals and waveguides with graded transitions 
22.05.2017 

32. Vandervorst, Wilfried 
KU Leuven and IMEC, Belgium 
Novel techniques in ion beam analysis (MEIS/LEIS/SIMS) 
15.09.2017 

33. Vantomme, André 
KU Leuven, Belgium 
Ion beam analysis of crystals - the channeling effect 
13.09.2017 

34. Vojta, Thomas 
Missouri University of Science and Technology, USA 
Quantum phase transitions and disorder - Griffiths singularities, infinite randomness, and 
smearing 
04.12.2017 

35. Wolff, Annalena 
Queensland University of Technology, Australia 
Helium Ion Microscopy: From ion solid interactions to real world applications at QUT 
14.06.2017 

36. Zingsem, Benjamin 
University Duisburg-Essen, Faculty of Physics and Center for Nanointegration, Germany 
Standing waves that won’t stand still – Magneto-dynamic properties of chiral magnets 
11.05.2017 
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Exchange of researchers 

Guests at our institute 

1. Bohovicova, J. 
Bratislava University of Technology, Slovakia; 24.07. - 04.08.2017 

2. Drozdziel, A. 
University Lublin, Poland; 17.05. - 23.05.2017 

3. El-Said, A. S. 
Mansoura University, Egypt; 22.03. - 08.04.2017 

4. Escobar Galindo, R. 
Abengoa Research, Spain; 17.09. - 29.09.2017 

5. Granell, P. N. 
Universidad Nacional de San Martin, Argentina; 01.06. - 30.11.2017 

6. Huang, K. 
SIMIT Shanghai, P.R. China; 07.08. - 31.08.2017 

7. Huang, X. 
Nanjing University, P. R. China; 25.08.2017 - 24.08.2018 

8. Iastremskyi, I. 
Kyiv University, Ukraine; 10.08. - 30.08.2017 

9. Kaleniuk, O. 
Institute for Metal Physics, Kyiv, Ukraine; 07.12. - 19.12.2017 

10. Liu, C. 
Harbin Institute of Technology, P. R. China; 12.09.2017 - 11.09.2018 

11. Madeira Amorim, T. I. 
Universidade de Lisboa, Portugal; 01.01. - 30.09.2017 

12. Martinez Reyes, A. 
Universidad Autonoma de Mexico; 14.08. - 14.09.2017 

13. Mesko, M. 
Bratislava University of Technology, Slovakia; 24.07. - 04.08.2017 

14. Nazarov, A. 
Kyiv University, Ukraine; 04.06. - 11.06.2017 

15. Ou, X. 
SIMIT Shanghai, P. R. China; 10.08. - 09.09.2017 

16. Özbey, D. H. 
Ankara University, Turkey; 15.06. - 14.09.2017 

17. Pedroso, D. 
Instituto Tecnologico de Aeronautica, Sao Jose dos Campos, Brazil; 01.08.2017 - 31.07.2018 

18. Pyeshkova, V. 
Kyiv University, Ukraine; 04.09. - 16.09.2017 

19. Pylypovskyi, O. 
Kyiv University, Ukraine; 15.01. - 11.02.; 02.07. - 16.08.2017 

20. Pyszniak, K. 
University Lublin, Poland; 17.05. - 23.05.2017 

21. Qi, J. 
SIMIT Shanghai, P. R. China; 07.08. - 31.08.2017 
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22. Sheka, D. 

Kyiv University, Ukraine; 14.01. - 12.02.; 02.07. - 30.08.2017 

23. Sloika, M. 
Kyiv University, Ukraine; 15.01. - 11.02.2017 

24. Suvorov, O. 
Institute for Metal Physics, Kyiv, Ukraine; 07.12. - 19.12.2017 

25. Turek, M. 
University Lublin, Poland; 17.05. - 23.05.2017 

26. Vojta, T. 
Missouri University of Science and Technology, Rolla, USA; 04.12. - 08.12.2017 

27. Yershov, K. 
Institute for Theoretical Physics, Kyiv, Ukraine; 02.07. - 08.07.2017 

28. Zabila, Y. 
Institute of Nuclear Physics, Krakow, Poland; 05.11. - 16.11.2017 

29. Zhang, X. 
Harbin Institute of Technology, P. R. China; 15.03.2017 - 14.03.2018 

30. Zuk, J. 
University Lublin, Poland; 06.11. - 10.11.2017 
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Projects 

The projects are listed by funding institution and project starting date. In addition, the institute has 
several bilateral service collaborations with industrial partners and research institutions. These 
activities are not included in the following overview. 

European Projects  

1. 01/2015 – 12/2018 European Union                                                                                       EU 
FRIENDS2 – Engineering of New Durable Solar Surfaces 
Prof. S. Gemming Phone: 0351 260 2470  s.gemming@hzdr.de 

2. 10/2015 – 12/2017 European Union                                                                                       EU 
SMaRT – Shapeable Magnetoelectronics (ERC Starting Grant) 
Dr. D. Makarov Phone: 0351 260 3273  d.makarov@hzdr.de 

3. 01/2016 – 05/2017 European Union                                                                                       EU 
CNTQC – Curved Nanomembranes for Topological Quantum Computation 
Dr. D. Makarov Phone: 0351 260 3273  d.makarov@hzdr.de 

4. 02/2016 – 01/2020 European Union                                                                                       EU 
IONS4SET – Single Electron Transistor 
Dr. J. v. Borany Phone: 0351 260 3378  j.v.borany@hzdr.de 

5. 01/2017 – 12/2020 European Union                                                                                       EU 
TRANSPIRE –Terahertz Radio Communication 
Dr. A. Deac Phone: 0351 260 3709  a.deac@hzdr.de 

6. 01/2017 – 12/2020 European Union                                                                                       EU 
npSCOPE – Nanoparticle Characterization 
Dr. G. Hlawacek Phone: 0351 260 3409  g.hlawacek@hzdr.de 

7. 05/2017 – 04/2021 European Union                                                                                       EU 
CALIPSOplus – Coordinated Access to Lightsources 
Prof. M. Helm Phone: 0351 260 2260  m.helm@hzdr.de 

8. 09/2017 – 02/2019 European Union                                                                                       EU 
Analytics – All-electrical analytic platform for digital fluidics 
Dr. D. Makarov Phone: 0351 260 3273  d.makarov@hzdr.de 

 

Helmholtz Association Projects  

1. 10/2012 – 12/2020 Helmholtz-Gemeinschaft                                                                      HGF 
NANONET – International Helmholtz Research School on Nanoelectronics 
Dr. A. Erbe Phone: 0351 260 2366  a.erbe@hzdr.de 

2. 01/2013 – 12/2019 Helmholtz-Gemeinschaft                                                                      HGF 
W3-Professorship TU Chemnitz 
Prof. S. Gemming Phone: 0351 260 2470  s.gemming@hzdr.de 

3. 01/2014 – 12/2018 Helmholtz-Gemeinschaft                                                                      HGF 
Spintronics – Helmholtz Young Investigator Group 
Dr. A.M. Deac Phone: 0351 260 3709  a.deac@hzdr.de 

4. 03/2014 – 02/2017 Helmholtz-Gemeinschaft                                                                      HGF 
Functional Materials – HGF Postdoc Dr. Yu Liu 
Prof. M. Helm Phone: 0351 260 2260  m.helm@hzdr.de 
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5. 11/2014 – 12/2019 Helmholtz-Gemeinschaft                                                                      HGF 

Magnetism – HGF Postdoc Dr. K. Schultheiß 
Prof. J. Fassbender Phone: 0351 260 3096  j.fassbender@hzdr.de 

6. 04/2016 – 03/2017 Helmholtz-Gemeinschaft                                                                      HGF 
Helmholtz-Enterprise-Fonds – GridLab 
Dr. H. Schultheiß Phone: 0351 260 3243  h.schultheiss@hzdr.de 

7. 05/2016 – 04/2019 Helmholtz-Gemeinschaft                                                                      HGF 
THz Spectroscopy – HGF Postdoc Dr. A. Singh 
Prof. M. Helm Phone: 0351 260 2260  m.helm@hzdr.de 

8. 10/2016 – 09/2017 Helmholtz-Gemeinschaft                                                                      HGF 
Helmholtz Exzellenznetzwerk – cfaed 1 
Dr. A. Erbe Phone: 0351 260 2366  a.erbe@hzdr.de 

9. 10/2017 – 09/2018 Helmholtz-Gemeinschaft                                                                      HGF 
Helmholtz Exzellenznetzwerk – cfaed 2 
Dr. A. Erbe Phone: 0351 260 2366  a.erbe@hzdr.de 

10. 10/2017 – 09/2019 Helmholtz-Gemeinschaft                                                                      HGF 
Helmholtz ERC Recognition Award 
Dr. H. Schultheiß Phone: 0351 260 3243  h.schultheiss@hzdr.de 

11. 11/2017 – 10/2018 Helmholtz-Gemeinschaft                                                                      HGF 
Helmholtz Exzellenznetzwerk – DCM-MatDNA 2 
Prof. S. Gemming Phone: 0351 260 2470  s.gemming@hzdr.de 

 

German Science Foundation Projects 

1. 09/2012 – 06/2017 Deutsche Forschungsgemeinschaft                                                      DFG 
ATOMIX – Atomic mixing in semiconductor layers 
Dr. M. Posselt Phone: 0351 260 3279  m.posselt@hzdr.de 

2. 01/2013 – 12/2018 Deutsche Forschungsgemeinschaft                                                      DFG 
Cluster of Excellence – Center for Advancing Electronics Dresden (cfaed) 
Prof. M. Helm Phone: 0351 260 2260  m.helm@hzdr.de 

3. 01/2014 – 11/2017 Deutsche Forschungsgemeinschaft                                                      DFG 
Relaxation dynamics in graphene 
Dr. S. Winnerl Phone: 0351 260 3522  s.winnerl@hzdr.de 

4. 04/2014 – 08/2017 Deutsche Forschungsgemeinschaft                                                      DFG 
Dynano – Spin wave excitations in periodic nanostructures 
Dr. K. Lenz Phone: 0351 260 2435  k.lenz@hzdr.de 

5. 05/2014 – 04/2019 Deutsche Forschungsgemeinschaft                                                      DFG 
Emmy Noether Junior Research Group – Magnonics 
Dr. H. Schultheiß Phone: 0351 260 3243  h.schultheiss@hzdr.de 

6. 11/2014 – 05/2018 Deutsche Forschungsgemeinschaft                                                      DFG 
Thermal spin-transfer torques 
Dr. J. Lindner Phone: 0351 260 3221  j.lindner@hzdr.de 
Dr. A. M. Deac Phone: 0351 260 3709  a.deac@hzdr.de 

7. 11/2014 – 08/2018 Deutsche Forschungsgemeinschaft                                                      DFG 
All Optical Switching 
Dr. H. Schultheiß Phone: 0351 260 3243  h.schultheiss@hzdr.de 

8. 10/2015 – 09/2018 Deutsche Forschungsgemeinschaft                                                      DFG 
Ferromagnetic Silicon 
Dr. S. Zhou Phone: 0351 260 2484  s.zhou@hzdr.de 

 

 

mailto:a.deac@hzdr.de


92  Projects 
 
9. 03/2017 – 02/2020 Deutsche Forschungsgemeinschaft                                                      DFG 

MUMAGI – Disorder induced magnetism 
Dr. R. Bali Phone: 0351 260 2919  r.bali@hzdr.de 

10. 07/2017 – 06/2020 Deutsche Forschungsgemeinschaft                                                      DFG 
HELEX2D – Interaction of highly charged ions with 2D materials 
Dr. R. Wilhelm Phone: 0351 260 3378  r.wilhelm@hzdr.de 

11. 08/2017 – 07/2020 Deutsche Forschungsgemeinschaft                                                      DFG 
FlexCom – Magnetic field sensitive flexible communication system 
Dr. D. Makarov Phone: 0351 260 3273  d.makarov@hzdr.de 

12. 09/2017 – 08/2020 Deutsche Forschungsgemeinschaft                                                      DFG 
Lane Formation 
Dr. A. Erbe Phone: 0351 260 2366  a.erbe@hzdr.de 

13. 09/2017 – 08/2020 Deutsche Forschungsgemeinschaft                                                      DFG 
Confined Microswimmers 
Dr. A. Erbe Phone: 0351 260 2366  a.erbe@hzdr.de 

14. 11/2017 – 10/2020 Deutsche Forschungsgemeinschaft                                                      DFG 
ULTRACRITICAL – High-temperature superconductors  
Dr. A. Pashkin Phone: 0351 260 3287  o.pashkin@hzdr.de 

15. 11/2017 – 10/2020 Deutsche Forschungsgemeinschaft                                                      DFG 
IMASTE – Graphene encapsulated quasi-2D materials 
Dr. A. Krasheninnikov Phone: 0351 260 3148  a.krasheninnikov@hzdr.de 

Federally and Saxony State Funded Projects 

1. 01/2014 – 06/2017 Bundesministerium für Bildung und Forschung                                  BMBF 
In-situ TEM 
Prof. J. Fassbender Phone: 0351 260 3096  j.fassbender@hzdr.de 

2. 10/2014 – 09/2017 Bundesministerium für Bildung und Forschung                                  BMBF 
InTerFEL – High-Field Spectroscopy in the THz Regime 
Dr. H. Schneider Phone: 0351 260 2880  h.schneider@hzdr.de 

3. 02/2016 – 12/2018 Sächsische Aufbaubank                                                                        SAB 
PolCarr-Sens – Electrically Polarizable Materials 
Dr. K. Wiesenhütter Phone: 0351 260 3187  k.wiesenhuetter@hzdr.de 

4. 01/2017 – 06/2018 Bundesministerium für Bildung und Forschung                                  BMBF 
Elemental analytics with the Helium Ion Microscope 
Dr. R. Heller Phone: 0351 260 3096  r.heller@hzdr.de 

5. 01/2017 – 06/2018 Bundesministerium für Bildung und Forschung                                  BMBF 
German-Ukrainian Center for Large Scale Experiment 
Dr. D. Makarov Phone: 0351 260 3273  d.makarov@hzdr.de 

6. 08/2017 – 07/2019 Sächsische Aufbaubank                                                                        SAB 
PlatMOS – Plasma treatment of organ pipes 
Dr. W.Skorupa Phone: 0351 260 3612  w.skorupa@hzdr.de 

7. 09/2017 – 08/2019 Sächsische Aufbaubank                                                                        SAB 
SiNergy – Si based battery electrodes 
Dr. S. Prucnal Phone: 0351 260 2065  s.prucnal@hzdr.de 

8. 10/2017 – 03/2019 Bundesministerium für Bildung und Forschung                                  BMBF 
Resistance-Tensormeter 
Dr. T. Kosub Phone: 0351 260 2900  t.kosub@hzdr.de 

9. 11/2017 – 12/2019 Arbeitsgemeinschaft industrielle Forschung                                           AiF 
Liquid metal ion source 
Dr. L. Bischoff Phone: 0351 260 2866  l.bischoff@hzdr.de 
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Personnel Exchange Projects and Society Chairs 

1. 01/2012 – 12/2018 Institute of Electrical and Electronics Engineers                                  IEEE 
Magnetics Society German Chapter Chair 
Prof. J. Fassbender Phone: 0351 260 3096  j.fassbender@hzdr.de 

2. 04/2015 – 03/2017 Deutscher Akademischer Austauschdienst                                        DAAD 
Personnel exchange with Chile – ChileConMagnon 
Dr. K. Lenz Phone: 0351 260 2435  k.lenz@hzdr.de 

3. 11/2015 – 04/2017 Deutscher Akademischer Austauschdienst                                        DAAD 
Visit of Dr. Zhu 
Prof. M. Helm Phone: 0351 260 2260  m.helm@hzdr.de 

4. 01/2016 – 12/2017 Deutscher Akademischer Austauschdienst                                        DAAD 
Personnel exchange with Poland – Magnetic Anisotropy 
Dr. K. Potzger Phone: 0351 260 3244  k.potzger@hzdr.de 

5. 01/2016 – 12/2017 Deutscher Akademischer Austauschdienst                                        DAAD 
Personnel exchange with Poland – BEGIN 
Dr. S. Prucnal Phone: 0351 260 2065  s.prucnal@hzdr.de 

6. 01/2016 – 12/2017 Deutscher Akademischer Austauschdienst                                        DAAD 
Personnel exchange with China – Semiconductors 
Dr. S. Facsko Phone: 0351 260 2987  s.facsko@hzdr.de 

7. 06/2016 – 05/2018 Alexander-von-Humboldt-Stiftung                                                          AvH 
Humboldt fellowship Dr. Y. Berencen  
Dr. L. Rebohle  Phone: 0351 260 3368  l.rebohle@hzdr.de 

8. 05/2017 – 07/2017 Deutscher Akademischer Austauschdienst                                        DAAD 
Visit of Prof. Subhankar 
Dr. J. Lindner Phone: 0351 260 3221  j.lindner@hzdr.de 

9. 06/2017 – 11/2017 Deutscher Akademischer Austauschdienst                                        DAAD 
Visit Dr. Granell 
Dr. D. Makarov Phone: 0351 260 3273  d.makarov@hzdr.de 

10. 06/2017 – 11/2017 Alexander-von-Humboldt-Stiftung                                                          AvH 
Humboldt fellowship Prof. Sheka 
Dr. D. Makarov Phone: 0351 260 3273  d.makarov@hzdr.de 
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List of personnel 2017 

 

DIRECTORS 

Prof. Dr. M. Helm, Prof. Dr. J. Faßbender 

OFFICE 

S. Gebel, S. Kirch  

SCIENTIFIC STAFF 

Permanent staff     

Dr. C. Akhmadaliev 

Dr. L. Bischoff 

Dr. J. von Borany 

Dr. E. Dimakis 

Dr. A. Erbe 

Dr. S. Facsko 

Prof. Dr. S. Gemming 

Dr. Y. Georgiev 

Dr. J. Grenzer 

Dr. V. Heera 

Dr. R. Hübner 

Dr. M. Krause 

Dr. K. Lenz 

Dr. J. Lindner 

Dr. F. Munnik 

Dr. A. Pashkin 

Dr. M. Posselt 

Dr. K. Potzger 

Dr. S. Prucnal 

Dr. L. Rebohle 

Dr. H. Schneider 

Dr. W. Skorupa 

Dr. M. Voelskow 

Dr. S. Winnerl 

Dr. P. Zahn 

Dr. S. Zhou 

 

 

Non-permanent  

Dr. R. Bali 

Dr. Y. Berencén (P) 

Dr. R. Böttger 

Dr. A. Deac 

Dr. A. Eichler-Volf 

Dr. H.-J. Engelmann (P) 

Dr. M. Engler 

Dr. D. Erb 

Dr. L. Fallarino 

Dr. C. Fowley 

Dr. A. Froideval (P) 
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