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Abstract 

A single sheet of Si nanoclusters with an average diameter of about 2 nm has been formed in a 30 nm 

Si / 7 nm SiO2 / Si layer stack by 50 and 60 keV Si+ ion-beam mixing at room temperature and fluences 

between 8.5⋅1015 and 2.6⋅1016 ions/cm2, and subsequent thermal annealing at a temperature above 

1000°C. Computer modelling of the process is accomplished by TRIDYN dynamic ballistic simulation 

of ion mixing and subsequent lattice kinetic Monte Carlo simulation of the phase decomposition of 

sub-stoichiometric silicon oxide into Si nanoclusters in a SiO2 matrix. The simulation algorithms are 

briefly described with special emphasis on the choice of governing parameters for the present 

system. In comparison to the experimental results it is concluded that the predicted ion mixing 

profiles overestimate the interface broadening. This discrepancy is attributed to the neglect of 

chemical driving forces in connection with thermal-spike induced diffusion, which tends to re-

constitute the Si/SiO2 interfaces. With a corresponding correction and a suitable number of Monte 

Carlo steps, the experimentally obtained areal densities and average diameters of the nanoclusters 

are successfully reproduced.  

 

1. Introduction 

During the past decades, ion beam processing has gained renewed attention as a powerful tool for 

the production and modification of nanostructures with a large variety of functional properties1,2. Of 

special interest is the possibility of top-down production of nanocluster (NC) arrangements. For the 

present system, Si NCs have been generated in a SiO2 matrix by ion implantation and thermal 

annealing for photoluminescence3,4 and electroluminescence5 studies, and to elaborate a non-

volatile memory concept6-9. Alternatively, excess Si in SiO2 as the precursor for NC formation can be 

obtained by ion-induced mixing at a Si/SiO2 interface, from which Si nanoclusters are formed by 

subsequent thermal phase decomposition of the supersaturated oxide layer. This process has been 

applied to memory devices as well10-12. It has also been proposed for a novel fabrication approach for 

single electron transistors (SETs) operating at room temperature13. For this purpose, a Si NC with a 

diameter of a few nm shall be positioned in an oxide interlayer of less than 10 nm thickness in a 
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stacked Si/SiO2/Si nanopillar of less than 20 nm diameter. This delicate arrangement requires an 

utmost precise control of the process parameters for ion irradiation and thermal phase 

decomposition. In a previous paper14, we described a model system with local ion beam mixing being 

accomplished in a planar layer stack by Ne nanobeam irradiation in a He-Ne ion microscope device. 

For a production process being compatible with present-day complementary metal-oxide-

semiconductor (CMOS) technology, basically two routes are available. (i) Arrays of stacked Si/SiO2/Si 

nanopillars are prefabricated by lithography and etching, and subsequently subjected to ion 

irradiation and thermal annealing. (ii)  Inverting the process sequence of (i), ion irradiation and 

annealing are applied to a planar layer stack prior to cutting out the nanopillars. The latter represents 

the most simple system in terms of computer simulation of ion beam mixing and subsequent phase 

decomposition. 

In this view, the present work shall contribute to a detailed physical understanding of the ion-

induced mixing and the subsequent thermal phase separation by advanced computer modelling. To 

describe the formation of the Si NCs in a planar Si/SiO2/Si stack, a combination of ballistic computer 

simulation of ion beam mixing15-17 and subsequent kinetic Monte Carlo simulation8,9,18 of the thermal 

phase decomposition is employed. The role and the choice of critical parameters of the simulations 

will be discussed in detail with respect to their reliability. In comparison to experimental findings, the 

results will demonstrate that the ballistic simulation overestimates the ion mixing efficiency, which is 

attributed to a chemical effect. 

 

2. Experimental 

Samples have been cut from Si/SiO2/Si wafers produced within the IONS4SET project13 by thermal 

oxidation of [100] Si and subsequent liquid-phase chemical vapor deposition of amorphous Si, 

resulting in a top a-Si thickness of around 25 nm and an oxide interlayer thickness between 7 nm and 

15 nm. In order to generate a solid solution of Si in the oxide interlayer by ion beam mixing, the 

samples have been irradiated with Si+ ions with a flux of ~ 7⋅1012 ions/(s⋅cm²) at room temperature, 

energies between 50 keV and 60 keV, an angle of incidence of 7° with respect to the surface normal, 

and fluences up to several 1016 ions/cm2. Subsequently, they have been annealed for phase 

decomposition of SiOx into Si NCs in a SiO2 matrix by Rapid Thermal Annealing (RTA) at a temperature 

of 1050 °C for durations between 30 s and 60 s in a N2 atmosphere. 

To the best knowledge of the authors, there is no reliable quantitative experimental information 

available in literature on ion mixing in the Si/SiO2 system. Appropriate diagnostics of the resulting 

compositional profiles require both sufficient depth resolution and sufficient sensitivity for the 

detection of Si in SiO2 and/or O in Si.  These are easily provided by Secondary Ion Mass Spectrometry 
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(SIMS), which, however, suffers from ion-induced distortion of the profiles and matrix effects19. X-ray 

induced photoelectron spectroscopy (XPS) depth profiling can hardly detect a 3 nm a-Si interlayer 

embedded in SiO2 at a depth of 50 nm20. Cross-sectional Scanning Transmission Electron Microscopy 

(X-STEM) line-scan analysis may appear more promising at a first glance. However, in addition to the 

small low-Z sensitivity at the required depth resolution of less than 1 nm, energy-dispersive X-ray 

(EDX) analysis is disturbed by sideways oxidation of the cross-sectional lamella. Fitting et al.21 applied 

electron energy loss spectrometry (EELS) to a 30 nm SiO2 layer on Si after ion beam mixing, without, 

however, providing any quantitative dependence of the composition on depth. Similarly, own 

attempts for the present system did not yield any satisfactory results. 

                

 

 

 

Thus, only the final morphology of precipitated Si obtained after ion beam mixing and thermal phase 

decomposition is accessible to reliable quantitative analysis. For this purpose, cross-sectional 

samples have been prepared by classical lamella preparation including sawing, grinding, polishing, 

dimpling, and final Ar+ ion milling, or by Focused Ion Beam (FIB) milling in a Zeiss NVision 40 device. 

Energy-filtered transmission electron microscope (EFTEM) images have been recorded in a FEI Titan 

80-300 microscope at an energy loss of 17 eV corresponding to the plasmon-loss peak of Si. Figure 1 

shows selected examples. At a SiO2 interlayer thickness of 14 nm (Figure 1(a)), two NC sheets form 

close to the interfaces, whereas a single sheet is formed in the center of the interlayer when 

shrinking its thickness to 7 nm (Figure 1(b-e)). Taking into account the local thickness of the cross-

sectional lamella, which has been determined from transmission energy loss of 300 keV electrons in 

the TEM lamella14, the areal density of NCs in the SiO2 layer can be derived from the lateral 

Figure 1: Si NC formation after Si
+
 irradiation of a-Si / SiO2 /c-Si layer stack at room temperature and the 

fluences indicated, and subsequent rapid thermal annealing at 1050 °C in a N2 atmosphere. (a) top Si 

thickness 50 nm, oxide interlayer thickness 14 nm, ion energy 50 keV; (b-d) top Si thickness 30 nm, oxide 

interlayer thickness 7 nm, ion energy 60 keV; (e) zoom of (c). Annealing times were 30 s (a,c,d) or 60 s (b). The 

images show 2D projections of 3D structures in cross-sectional lamellas with an average thickness of 20…30 
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projections shown in Figure 1. In the following, we will concentrate on the system with an interlayer 

thickness of (7±0.5) nm. Table 1 reports the results obtained with different ion fluences. Only NCs 

with a minimum diameter of 1.5 nm have been taken into account. 

 

 

 

 

 

 

 

3. Computer Simulation 

3.1 Ballistic simulation of ion mixing 

Compositional profiles after ion beam mixing have been obtained from TRIDYN dynamic ballistic 

computer simulations 15-17,22 based on the binary collision approximation (BCA). Briefly, the 

simulation traces the trajectories of incident ions and recoil atoms, which are generated in the 

associated collision cascades by binary atomic interactions in a screened Coulomb potential with the 

'Kr-C' parametrization 23. Energy transfer to the target electrons is modelled by an equipartition of 

local24 and nonlocal25 energy losses. For the dynamic alteration of the local composition, the target is 

initially split into thin depth intervals of thickness Δ�� (for the present work, 500 intervals with 

Δ�� =  0.3 nm thickness corresponding to a simulation depth of 150 nm). For each collision cascade 

initiated by a single incident ion, implanted ions are recorded as well as recoil atoms being sputtered 

from the surface or displaced in the bulk. Each 'pseudoatom' being involved in these processes alters 

the atomic areal density in the respective depth interval by a predefined amount �� (here, in the 

order of 1011 atoms/cm2 per pseudoatom). Correspondingly, the thickness of each afflicted depth 

interval is relaxed after termination of the collision cascade, assuming fixed atomic volumes of the 

atomic constituents. At a resulting thickness Δ� < 0.5	Δ��, the respective depth interval is combined 

with a neighboring one, at Δ� > 1.5	Δ�� it is split into two depth intervals. Decreasing �� enhances 

the statistical quality of the simulation. For a predefined total ion fluence Φ�,		a total number 

�� = Φ� �⁄ � of pseudoprojectiles is run. 

The probability of surface sputtering26 depends critically on the choice of the surface binding energy 

(SBE). For elemental targets, the enthalpy of sublimation is generally accepted as a reasonable choice 

Ion fluence (1016 cm-2) 0.85 1.7 2.6 

Areal density (nm-2) 0.018 0.016 0.014 

Mean diameter (nm) 1.96 2.23 2.23 

Table 1: Experimentally observed areal densities and mean diameters of Si nanoclusters in an 

oxide interlayer with an initial thickness of 7 nm, after irradiation with 60 keV Si
+
 ions at different 

fluences, and subsequent thermal annealing at 1050°C (see Figure 1).  
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of the SBE. For compounds, however, the definition is less straightforward. In TRIDYN, the actual SBE 

of a component � varies with the composition of the surface depth interval according to 

  

����� =������
��

���
								� = 1,… ,�! 

where �! denotes the number of atomic components, �� the surface atomic fraction of component " 
(∑ �� � 1�� , and ���  are matrix elements describing binary interactions, which can be calculated 

from elemental enthalpies of sublimation, compound enthalpies of formation, and molecular binding 

energies in case of solid-gas compounds17,27, resulting in �$�$� � 4.5 eV, �%% � 0, and �$�% � �%$� � 

12.8 eV for the present system. This choice, however, underestimates experimental sputtering yields 

significantly28. In a detailed comparison of experimental sputtering yields29,30 for Ar+ irradiation of 

SiO2 at keV energies with high-fluence TRIDYN results, we found reasonable agreement using 

�$�% � �%$� � 2 eV, which has also been employed in the present simulations.  

Similarly, the efficiency of ion mixing depends on the threshold energy of atomic displacement in the 

bulk, �&. Its definition is not straightforward. Tabulated data are available for crystalline materials at 

low damage levels31-33. However, most materials are highly damaged or even amorphized under ion 

irradiation at high fluences and sufficiently low temperatures, so that displacements may occur at 

lower energies due to trapping at preexisting defects. In their pioneering theoretical paper on ion 

mixing, Sigmund and Gras-Marti34 propose a threshold energy of 7.8 eV for cascade mixing in Si. In 

consistence with this choice, a default setting of �& � 8 eV has been successful in numerous ion 

mixing, preferential sputtering and thin film deposition studies using TRIDYN27. For SiO2, element-

specific values have recently been obtained from molecular dynamics (MD) computer simulation, 

with �&�'�� � 70.5 eV and �&�(� � 28.9 eV for quartz35, and �&�'�� � 33.5 eV and �&�(� � 16.3 

eV for amorphous SiO2
36. For crystalline Si, �&�'�� � 15 eV31. In the present simulations, sub-

stoichiometric SiOx (x<2) is treated as being composed from SiO2 and additional Si. Correspondingly, 

employing the data pair for amorphous SiO2, the displacement threshold energies are calculated in 

dependence on the local composition by linear interpolation, according to 

 

�&�'�� � 15	)* + 12
�%�$� �33.5	)* . 15	)*� 

with �% and �$� denoting the local oxygen and silicon atomic fractions, respectively, and 

�&�(� � 16.3	)* 

 

 

(1) 

(2a) 

(2b) 
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3.2 Chemical effects on ion mixing 

It is well established that ion mixing may be influenced by mechanisms other than purely ballistic 

relocation of atoms. The thermalization of the atomic motion in the collision cascade to mean 

energies in the eV and sub-eV regime results in local "thermal spikes"37 by which thermal mobility 

can be transiently activated38-42. In chemically inert systems, ion mixing would thus be enhanced 

against the purely ballistic simulation. However, an additional influence may be exerted by chemical 

driving forces. For ion mixing in metallic bilayer systems, Johnson et al.43-45 have developed a semi-

empirical model of the influence of the cohesive energy and the mixing enthalpy. In endothermic 

systems with their tendency for phase separation, the mixing can even be reduced versus pure 

ballistic mixing. As it will be discussed to more detail in sect. 3.3, the solution of Si in SiO2 is strongly 

endothermic. This may give rise to an effective uphill diffusion of Si and edge narrowing of the mixing 

profile. As already stated in sect. 2, any related information is not available in literature.  

 

3.3  Kinetic Monte-Carlo simulation of thermal phase decomposition 

For the simulation of the thermal phase decomposition with the ion mixing profiles from TRIDYN as 

input, a 3D lattice kinetic Monte Carlo simulation program has been employed18, which has been 

adjusted and applied to different areas of ion surface interaction and surface physics46-51. Briefly, a 

homogeneous chemically inert matrix (here SiO2) hosts atoms (here excess Si) either in the form of 

dissolved monomers or as precipitated clusters. The positions of the SiO2 molecular species and the 

Si atoms are defined on a 3D lattice (an fcc lattice is used throughout this work with the lattice 

constant afcc adjusted to the Si density). Each lattice site hosts either a Si excess atom or half of a SiO2 

molecule, in order to approximately match the swelling factor 2.2 at the oxidation of silicon. 

For the initial configuration, the respective 1D ion mixing profile obtained from TRIDYN, �$����, is 

converted into a Si excess profile according to 

 

�$�01!��� � 2343���22$�� �3�$���� . 1� 
with �$���� and �$�01!��� denoting the Si and Si excess atomic fractions, respectively, as function of 

the depth �, 2343��� the total (Si+O) atomic density, and 2$��  the atomic density of crystalline Si. From 

this, in a preselected volume a random 3D distribution of excess Si atoms is created on the kMC 

lattice, which is consistent with the 1D depth distribution of eq. (3), and which contains sufficiently 

thick top and bottom layers where the kMC lattice is occupied with Si atoms only.  

The kinetics is modelled as Kawasaki exchange processes between randomly selected nearest 

neighbor pair sites which are occupied by different species (Si or ½SiO2) (see Figure 2). Using the 

(3) 
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Metropolis algorithm52 in its simplest version, the probability of a successful Kawasaki exchange is 

given by 

 

 

 

 

5�6 � 7�8� × :)�;<.=>?@																																				�A		26 ≥	2�)�;C.=D>? + E2� . 26F>GHI					�A		26 ≤	2� 
with the exchange attempt frequency 7�8�, 	the	activation	energy	of	diffusion	>? , and = � �[\]�8� 

with the Boltzmann constant [\, the bond energy >^ and the temperature ]. The nearest-neighbor 

(NN) site occupation numbers in the initial and final position of the jumping species is denoted by 	2� 
and	26, respectively. At constant >?, it is convenient for simulation efficiency to normalize the 

exchange probability to the pure diffusion jump probability (upper case of eq. (4)) so that 

 

5�6∗ � :1																																													�A		26 ≥	2�)�;C.=DE2� . 26F>GHI					�A		26 ≤	2� 
with 7 � 7�)�;<=>?@ representing the time scale of one MC step. Each MC step incorporates a 

sequence of � exchange attempts of statistically independently chosen atoms out of the full set of � 

atoms of the simulation cell. The number of exchange attempts corresponds to the number of atoms, 

so that on average each atom has the opportunity to perform one Kawasaki exchange per MC step. 

For a Si atom chosen, one of its surrounding NN sites is randomly selected for an attempt. If this site 

is not occupied by a ½SiO2 species, another initial Si atom is randomly chosen in the simulation cell. 

An attempt is considered as successful if ` ≤ 5�6∗  for a random number ` ∈ b0,1c.  
Equations (4) and (5) hold for binary systems with an essentially symmetric phase diagrams (i.e. the 

slope of the solidus is similar towards the two borders of the phase diagram), and with equal 

diffusivities of the minority phase of either species in the majority phase of the other species. In this 

case the kinetics can be described by one effective interatomic bond energy, e.g. >G � >$�8$�  53. 

However, both the criteria of similar solidus slopes at the phase diagram borders and of similar 

Figure 2: Nearest neighbor pair (NNP) i-f in a fcc lattice including its 

neighbor sites (blue). If i and f are occupied by different species (Si or 

½SiO2), then a Kawasaki exchange may occur with a certain 

probability in dependence on the resulting energy change of the NNP 

configuration which is given by the occupation of the blue 

surrounding atoms. In a first approximation, the energy of the NNP 

configuration can be assumed to be the sum of effective Si-Si bonds. 

However, to take into account the different solubilities of Si in SiO2 

and O in Si, the effective Si-Si bond energy depends on the fraction 

of each species in the NNP configuration. 

(4) 

(5) 
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diffusivities of the minority phases are not fulfilled in the Si-SiO2 system. Addressing diffusion first, >? 

can be derived from the temperature dependence of experimentally determined diffusion 

coefficients d =	d�)�;�−=>?� with the pre-exponential factor d�. The Monte Carlo step duration 

is then given by  7 = �ef	/g�/d according to random walk theory, with e and g denoting the nearest 

neighbor distance and the coordination number in the fcc lattice, respectively.  For Si in SiO2 at 

1000°C, most publications report rather low diffusion coefficients (smaller than 10-17 cm2s-1 – see, 

e.g., refs. 54,55), which may depend on the kind of SiO2 (quartz, fused silica), and, e.g., on the location 

of the Si/SiO2 interface. Even diffusion coefficients as small as 10-19 cm2s-1 have been reported (see, 

e.g., ref. 56). At the other boundary of the Si-SiO2 phase diagram, the diffusivity of O (or ½SiO2 species) 

in Si is orders of magnitude faster than the diffusion of Si in SiO2, with a diffusion coefficient of about  

10-11 cm2s-1 at 1000°C55,57.  

In view of these widely different diffusivities, a special procedure has been adopted in the present 

simulations. The activation energy >? and the temperature-dependent duration 7 of the Monte-Carlo 

step are determined from the experimentally reported slow diffusivity of Si in SiO2
57. At the other 

border of the phase diagram the diffusion of O in Si is so fast that any rigorous definition of >?  and 7 

becomes meaningless. Instead, a kind of adiabatic approximation has been implemented: If there 

appears a lattice site occupied by a ½SiO2 species with all nearest neighbor lattice sites occupied by 

Si, all the other kinetics is stopped, and a random walk of this particular species is performed until it 

attaches to a lattice site occupied by another ½SiO2 species. This procedure approximates well the 

concentration-dependent diffusion in SiOx at the two borders of the phase diagram, so that it can be 

assumed to be valid for the entire composition range with 0 ≤ � ≤ 2. 
Going beyond the simple scheme of the Metropolis algorithm of eq. (4), specific bond energies may 

be sought for the pairwise Si-Si, Si-O and O-O interactions the SiOx system. In general, the values of 

the bond strengths >?8\ can be gauged by the solubilities of the respective atoms in the matrix18. 

Being determined at the two borders of the respective phase diagram, the bond strengths can then 

be interpolated over the entire composition range50,53,58, provided that reliable data of the solubilities 

are available. Unfortunately, the phase diagram of SiOx is not well-known, especially not at the SiO2 

side. Therefore, in a simple approach, the three pair bond energies are assumed to be represented 

by one concentration-dependent Si-Si bond energy, >$�8$���� �0 ≤ � ≤ 2�. The effective bond 

energies >$�8$��� = 0� and >$�8$��� = 2� for the majority phases Si and SiO2, respectively, can then 

be calculated from the corresponding solidus of the Si-SiO2 phase diagram18. At the Si side, the 

solubility of O in Si at 1000°C amounts to several 1017 cm-3, i.e. a few ppm59-61. Using the procedure 

described in ref.18, we find a bond strength of >$�8$��0� = 0.21	)*, or i�0� = jklmkl���nop = 1.95 at 

1050 °C. For the solubility of Si in SiO2, there are much less reliable data. The only quantitative value 
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which we found in literature is based  on a theoretical analysis by Sarikov62, which, according to the 

author, is supported by a former theoretical study63. The reported solubility of Si in SiO2 of 3…6⋅1020 

cm-3 at 1050°C, being in the 1% range, leads to >$�8$��2� ≈ 0.7	)* or i�2� > 6. With this parameter 

being employed in phase separation simulations of an ion beam mixed Si/SiO2 interfaces, SiO2 NCs in 

the Si layer survive the thermal treatment longer than Si NCs in the SiO2 layer. This is in contradiction 

to our former experimental studies9,10 and the EFTEM images presented above, which demonstrate 

that the SiO2 dissolve much faster so that only Si NCs survive. Thus, the solubility of O in Si is 

obviously higher than the solubility of Si in SiO2. This is in contrast to the data given above, but in 

agreement with more recent – unfortunately only qualitative – statements that the solubility limit of 

Si in SiO2 is “extremely low"64,65. In view of this absence of any reliable quantitative information, we 

have tested the results of the present kMC simulations against a reasonable variation of >$�8$��2� 
with three values of 0.15, 0.21 and 0.27 eV, for which the solubilities of Si in SiO2 are significantly 

higher than, equal to and  significantly lower those of O in Si, respectively. With the border values 

>$�8$��0� and >$�8$��2� set in this way, the bond energies >$�8$���� for the entire composition range 

are calculated during the simulation by linear interpolation. The result is shown in Figure 3.  

 

 

3 Results and Discussion 

Figure 4(a) shows the evolution of the compositional depth profile at increasing ion fluence for an 

initial oxide interlayer thickness of 7 nm, as obtained from TRIDYN ballistic computer simulation. As 

the collision cascades develop largely isotropic, forward and backward relocation of O at the lower 

and upper interfaces, respectively, are comparable, so that an almost symmetric broadening of the 

oxygen profile is observed. In addition, the profiles are shifted toward the surface mainly by surface 

sputtering of Si. A minor contribution results from Si being implanted behind the original oxide layer.  

Figure 3: Concentration-dependent Si-Si bond 

strength used in the kMC simulations. The bond 

strengths in SiOx are linearly interpolated 

between the limits Si and SiO2. For these limits, 

the bond strengths are calculated from the 

solubility of O in Si and Si in SiO2, respectively. 

As the solubility of Si in SiO2 is not known, three 

values of >$�8$��2� have been assumed, 

corresponding to widely different solubilities of 

Si in SiO2, being lower than(l), equal to(e) and 

higher than(h) the solubility of O in Si. 
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Figure 4(b) demonstrates a surprisingly small influence of the choice of the displacement threshold 

energies on the profile shape, although the composition-dependent energies according to eq. (2) are 

in average larger than the recommended general default value of 8 eV by a factor of about 2. Thus, 

the choice of the displacement threshold energy can be considered as uncritical in the present 

system. 

The efficiency of ballistic ion mixing by the collision cascade versus depth � can be quantified by the 

mixing parameter34 

  

t��� = u vf wx��, v�wv wv 
where v denotes the component of the displacement vector along the depth of a recoil atom 

generated at �, and wx wv⁄  the differential cross section for the generation of such a recoil. The 

mixing parameter can be obtained by recording the corresponding events during a static BCA 

computer simulation. For the experimental system of Figure 1(b-d), the result is shown in Figure 5. 

The mixing parameter t��� peaks at the position of the oxide interlayer due to the larger atomic 

density there; otherwise, it is fairly constant over the region of interest (� ≤ 60 nm). 

If the mixing results mainly from multiple displacement of recoil atoms in subsequently generated 

collision cascades, it can be described  in analogy to diffusion in a solid66. For a bilayer system with a 

Figure 4: (a) Ion mixing profiles at 

increasing ion fluence of 60 keV Si
+
 

bombardment of a Si/SiO2/Si layer stack 

with an initial oxide layer of 7 nm thickness 

centered at a depth of 33.5 nm (see Figure 

1(c)).  The displacement threshold energies 

have been chosen according to eq. (2). (b) 

Ion mixing profiles at a fluence of 2⋅10
16

 

cm
-2

 as in (a) (magenta dots), with a double 

error function fit according to eq. (9) (dark-

yellow line), and the fit with corrected 

standard deviation (red line) (see Figure 8). 

In addition, the profile obtained with a 

fixed displacement threshold energy of 8 

eV for both Si and O is shown (small blue 

dots). 

(6) 
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sufficiently thick top layer of species y on a substrate z, with an interface originally positioned at 

depth ��, the "diffusion" profile of y due to ion mixing is given by 

 

 

�?��� = 12 {1 − )`A |� − ��x} ~� 

where �? is the atomic fraction of y, )`A the error function, and x} the standard deviation. 

Compared to the conventional solution of the one-species diffusion equation, the standard deviation 

is enlarged by a factor of √2, as, during ion mixing, y is transported into z and vice versa. It is related 

to the mixing parameter and the ion fluence Φ by34 

 x}f = t ∙ 	Φ 

It should be noted that the diffusion approach neglects any shift34 of the blurred interface, which is 

mainly caused by forward recoil implantation from the top layer. For the present Si/SiO2/Si trilayer 

system, the mixing parameter is largely independent on depth as seen above. Further, the ballistic 

transport of Si into the oxide layer during irradiation is dominated by the large resources of the Si top 

and bottom layers, with only a minor contribution of additional Si already deposited in the interlayer. 

Therefore, the mixing profiles can be approximated by a superposition of two bilayer profiles 

according to eq. (7), resulting in 

  

�$�01!��,Φ� = 1 + 12�)`A {� − �f′�Φ�x}�Φ� � − )`A {� − ��′�Φ�x}�Φ� �� 

where ��′ and �f′  denote the effective top and bottom interface depths, respectively, which deviate 

from the original depth due to surface sputtering, collision-induced shifts, and, to a minor extent, the 

implantation of incident Si ions as already stated above. Therefore, the mixing profiles as shown in 

Figure 4 have been fitted according to eq. (9) with the free parameters x}, ��′ and �f′.  A typical 

(7) 

(8) 

(9) 

Figure 5: Mixing parameter for the initial 

layer stack as obtained from static 

TRIDYN simulation. The dashed lines 

indicate the position of the oxide 

interlayer. 
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result is shown in Figure 4(b). The TRIDYN simulation data are well reproduced by the fit in particular 

with respect to the slopes of the blurred interfaces and the minimum Si atomic fraction. At the right 

shoulder, they lie somewhat below the symmetric fit curve. This can be attributed to forward recoil 

implantation of O from the oxide interlayer into the underlying Si bulk. At the selected fluence of 

Φ = 200 nm-2, the best fit value of the standard deviation, x} = 6.76 nm, is in reasonable agreement 

with eq. (8) with t being extracted from the initial distribution of the mixing parameter in the region 

of interest (see Figure 5). In addition, the fits for the different fluences reflect the dependence of eq. 

(8),	x}~√Φ, well (not shown). This confirms that the slopes of the simulated mixing profiles mainly 

result from multiple recoil displacement. 

                                                       

                    

 

 

 

 

The ion mixing profiles generated by TRIDYN, represented by their fit functions according to eq. (9), 

are converted according to eq. (3) into a 1D distribution of excess Si atoms, from which a 3D 

distribution over the kMC lattice is randomly generated as the initial condition of the subsequent 

kMC simulation (see Figure 6(a) for an irradiation fluence of 1.7⋅1016 cm-2). The corresponding 

evolution of the system morphology during the kMC simulation, as obtained with >$�8$��2� =
0.21	)* (see sect. 3.2) is shown in Figure 6(b,c). (It should be noted that all excess Si, including Si 

NCs, in the oxide disappears at a sufficiently large number of MC steps due to re-integration at the 

Figure 6: Si NC formation after ion mixing of a Si / SiO2 / Si layer stack with top Si layer and oxide interlayer 

thicknesses of 30 nm and 7 nm, respectively, and subsequent thermal phase decomposition. The excess Si 

atoms and the SiO2 species are colored in blue and yellow, respectively. (a),(d) SiO2 layer blurring as predicted 

by TRIDYN simulations for 60 keV Si
+
 irradiation at fluences of 1,7⋅10

16
 cm

-2
 and 8.5⋅10

15
 cm

-2
, respectively, as 

converted into 3D distributions of excess Si atoms distributed over the kMC lattice (see text); (b),(c) and (e),(f) 

evolution of the initial distributions (a) and (b), respectively, as predicted by the kMC simulations after the 

indicated number of MC steps. The frames show 2D projections over a lateral thickness of 25 nm.  
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interfaces, which is not shown here. This is due to Oswald Ripening.). Apparently, the kMC simulation 

does not reproduce the morphology which has been observed experimentally after irradiation with 

the same fluence and subsequent thermal annealing (compare Figure 1(c) to Figures 6(b,c)). Whereas 

a single NC sheet with a rather regular lateral distribution of clusters is seen experimentally, the ion 

beam mixed SiOx layer evolves in the kMC simulation to a structure (see Figure 6(b)) which indicates a 

mechanism of spinodal phase decomposition67 rather than of nucleation and growth68,69, which 

would form isolated NCs in the matrix. At a later stage (see Figure 6(c)), a few large NCs separate 

from the previous spinodal-like structure.  

For the kMC phase separation simulations, we note that at a given initial condition the development 

of the morphology depends in a unique way on the activation energy of Kawasaki exchanges and the 

bond strengths. For example, different jump activation energies result in a different time scaling of 

the simulation, but in essentially identical stages of the morphology evolution which just appear in 

different ranges of MC steps. We have confirmed this statement in numerous variations both of >? 

and >$�8$� 70 and, in the present simulations, for the variation of >$�8$��2� as described in sect. 3.2. 

The morphology of Figure 6(b,c) is consistent with an excessive initial supersaturation of Si in the 

oxide layer resulting from the ion mixing simulation. Consequently, the nominal ion fluence of the 

latter has tentatively been reduced by a factor of 2, in order to artificially reduce the interface mixing 

(see Figure 6(d)). Indeed, Figure 6(e,f) demonstrates a good qualitative agreement with the 

morphologies found experimentally (Figure 1(c)). Here, phase separation proceeds via nucleation and 

growth rather than by spinodal decomposition, and the evolution of the excess Si distribution is 

governed by the slow Si diffusion through SiO2, which leads to a Si NC layer embedded in SiO2. 

These findings suggest that the purely ballistic TRIDYN simulation of ion-induced mixing 

overestimates the interface broadening and thus produces an excessively large supersaturation of Si 

in the oxide interlayer. This is consistent with a reduction of the atomic mixing by thermal spike 

effects in endothermic systems, as described in sect. 2.2.  

In order to formally adjust the TRIDYN results, we define for each irradiation fluence a correction 

factor � < 1 to the standard deviation x} of the fit function �$�01!��� (see eq. (9)) for the respective 

mixing profile, by which the Si enrichment in the oxide layer is sufficiently reduced to yield an 

optimum agreement between the NC morphologies observed in the experiment and generated in 

the corresponding kMC simulation. As described in sect. 2, the experimentally observed NC 

morphology can be characterized quantitatively by (i) the mean diameter of the formed NCs and (ii) 

their areal density within the single NC sheet at a given irradiation fluence and annealing schedule. 

Both can be reproduced by a combination of the ballistic ion mixing simulation (with an appropriate 

correction factor �) and kMC phase separation simulation (with an appropriate choice of the number 
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of MC steps). This is demonstrated in Figure 7. With the TRIDYN result for Φ = 1.7⋅1016 cm-2 as the 

origin, kMC simulations have been performed under variation of �. At increasing number of MC 

steps, NCs forms (after ~0.5⋅1016 MC steps) and their areal density (see Figure 7(a)) develops initially 

very quickly to a maximum. Subsequently, the small clusters merge by Ostwald ripening so that the 

areal density decreases. Then, around 8⋅106 MC steps in the present example, the desired NC sheet is 

formed, followed by a regime during which the NCs are gradually re-dissolved towards the final 

stable state with the Si/SiO2/Si structure being re-established. During this course, the NC mean 

diameter (Figure 7(b)) first increases, and decreases then slowly prior to the formation of the NC 

sheet. There is a unique pair of the number of MC steps and the correction factor � which 

reproduces the experimental findings. 

 

The correction factors determined in this way are shown in Figure 8 for the different fluences of 

Figure 1(b-d). Figure 8 further demonstrates that the results – and thereby the results of the kMC 

simulations – depend only weakly on the choice of >$�8$��2� (see sect. 2.3), although the 

corresponding solubilities of Si in SiO2 are widely different. It appears that the TRIDYN simulations 

overestimate the widths of the falling and rising edges of the mixing profiles increasingly at 

increasing fluence. With the correction factor taken from Figure 8 for >$�8$��2� = 0.21 eV and the 

Figure 7: Si NC areal density (a) and 

average diameter (b) for the layer stack 

and the irradiation conditions of Figure 

1(c) (60 keV, 1.7⋅10
16

 /cm²). The color 

plots result from kMC simulation of 

phase decomposition based on the 

ballistic mixing profile obtained from 

TRIDYN, with different  correction factors � to the standard deviation x} of the 

mixing profile (see eq. (9)) and increasing 

numbers of MC steps. The experimental 

areal density and average diameter of 

the nanoclusters (see Table 1) are 

marked in (a) and (b), respectively, as 

black isocontour lines. A unique 

combination of � and nr. of MC steps fits 

the experimental data as shown by the 

black dots. 
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fluence of 2⋅1016 cm-2, Figure 4(b) shows the corrected fit profile, demonstrating a significant 

reduction of Si enrichment in the original oxide layer versus the purely ballistic TRIDYN simulation.  

The dependence of the correction factor � on the irradiation fluence is less obvious. A potential 

qualitative explanation can be given in the following way: In the diffusion picture, the differential 

broadening of the ballistic mixing profile is given by43 

 

 

�x}f�� = 4d} 

 

with the irradiation time � and the diffusion coefficient d}. Then according to eq. (8) and with " 
denoting the ion flux 

d} = t4 �Φ�� = t4 " 
Thus, at constant ", the ballistic broadening depends only on the mixing parameter t of eq. (6). At 

increasing ion fluence, the zone of oxygen enrichment moves towards the surface due to sputtering, 

as seen in Figure 4, and thus into a regime of decreasing mixing parameter (see Figure 5), so that also 

d} decreases. Both recoils of relatively high energy, which dominate the ballistic mixing, and 

collisional thermal spikes are basically generated by the deposition of the ion energy into atomic 

motion and thus follow a distribution similar to the one shown in Figure 5. However, the thermal 

spikes mainly occur in the final phase of the collision cascade, which is in average located at a larger 

depth than the depth of generation of recoils of higher energy. There, as indicated in Figure 5, the 

influence of any shift to the surface is smaller. Thus, the atomic mobility induced by thermal spikes 

will remain approximately stable, whereas the ballistic one is slightly reduced. Therefore, the relative 

influence of thermal spikes increases at increasing fluence, in qualitative agreement with the result 

of Figure 8. However, the phase separation, being a nonlinear process with respect to 

(10) 

(11) 

Figure 8: Correction factor � for 

different irradiation fluences (see Figure 

1(b-d)), as obtained with three different 

bond strengths >$�8$��2� of 0.15 eV 

(squares), 0.21 eV (circles) and 0.27 eV 

(triangles) in the kMC simulations (see 

Figure 3).  
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supersaturation, may also influence the observed behavior. At increasing fluence, ion mixing results 

in an increasing supersaturation of Si in the oxide layer, so that the chemical driving forces may 

increasingly restore the interfaces in a nonlinear manner. 

 

5.  Conclusions   

A single Si nanocluster sheet has been formed in a SiO2 layer of 7 nm thickness buried in Si using ion-

beam induced atomic mixing at room temperature and subsequent thermal annealing at a 

temperature above 1000°C. The present work demonstrates that this process can be successfully 

modelled by dynamic ballistic computer simulation in the binary-collision approximation and 

subsequent kinetic lattice Monte Carlo simulation. However, the ballistic simulation overestimates 

the interface broadening by ion mixing. This is attributed to chemical driving forces in connection 

with thermal-spike induced mobility, which tends to re-constitute the Si/SiO2 interfaces due to the 

strongly endothermic solubility of Si atoms in SiO2. The influence of this mechanism increases at 

increasing ion fluence. Consequently, in comparison to the combined TRIDYN and kMC simulations, a 

larger ion mixing fluence is to be applied experimentally in order to obtain the predicted nanocluster 

morphology.  

The results provide a semi-quantitative understanding of the process mechanisms and narrow down 

the parameter regimes of ion irradiation and thermal treatment. They are expected to be helpful for 

the modelling and understanding of single nanocluster formation in a Si/SiO2/Si stack in a nanopillar. 

Such work is in progress. 
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