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Abstract 

Flashing is frequently encountered in nuclear power systems for example as leakage occurring on the steam 

generator (SG) heat transfer tubes. Pressurized primary coolant flows rapidly through the crack and flashes 

into vapor. The pressure relief rate and loss rate of coolant, which affects largely the safety of fission reactors, 

are determined by the flashing phase change process. Information about the flashing phenomenon is of 

significance for the leakage online monitoring system, which ensures the normal operation of steam 

generator (SG) and safety of the reactor when tube rupture accidents occur. In this research, steady-state 

and transient 3D flashing flow inside a short micro-crack channel in the heat transfer tube wall of SG have 

been studied using FLUENT. The cavitation model and evaporation-condensation model, in combination 

with both the mixture two-phase flow and the Eulerian two-fluid model, are adopted to simulate the flashing 

phenomenon. The real geometry and operating conditions of AP1000 nuclear system are adopted to reflect 

the reality leakage phenomenon in SG. Two types of micro-crack shape including axial crack and 

circumferential crack, which both can happen in the reality, are considered. The CFD results gained from 

five different models have been compared with experimental data, and good agreement is demonstrated. 

The model comparison shows that the evaporation-condensation model behaves superior to the cavitation 

model in simulating the flashing phenomenon. Finally the leakage rates are gained under different crack 

shapes, sub-cooling degrees and backpressures with the most accuracy scheme. In addition, two-phase 

choking flow phenomenon is simulated by changing backpressure of cracked tubes. The simulation results 

in this research could be good reference for leakage prediction of micro-crack in SG to improve the operation 

performance of SG and safety of the whole nuclear power system. 
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Nomenclature table 

Variable Description  

   Volume of phase fraction 
   Density (kg/m3) 

v   Velocity (m/s) 

m  Mass flow rate (kg/m3) 

pqm    

qpm   
Positive mass flow rate per unit volume between phases (kg/m3) 

P   Pressure (Pa) 

   Stress tensor  

pqK   Coefficient for phase interaction effect 

F  Force on two-phase flow (Pa/m2) 

ES  Energy source between phases in mixture model (W/m3) 

H  Enthalpy (kJ/kg) 

piH ,

qiH  
Interfacial enthalpy (kJ/kg) 

  Dynamic viscosity (N·s/㎡) 

nuc  Nucleation site volume fraction (/m3) 

vapF  Evaporation coefficient 

bR  Bubble radius (m) 

condF  Condensation coefficient 

Q Energy source between two phases (J/m3) 

q Energy source of phases and interfacial (J/m3) 

T Temperature (K) 

h Heat transfer coefficient (W/(m2·K)) 

Ai Interfacial area (m2) 

db Bubble diameter (m) 

Pr Prandtl number 

Re Reynolds number 

Eo Eötvös number 

Nu Nusselt number 

DC   Drag force coefficient 

vmC  Virtual mass force coefficient 

wlC  Wall lubrication force coefficient 

wn  Vertical direction of wall 

lC  Lift force coefficient 

Subscript  

p, q q is a common phase and p is another phase in two fluid model 

pq, qp Effect between common phase with other phase in two fluid model 

lift,q Lift effect of a common phase in two fluid model 

wl,q Wall lubrication effect of a common phase in two fluid model 



vm,q Virtual mass effect of a common phase in two fluid model 

td,q Turbulent dispassion effect of a common phase in two fluid model 

m Mixture phase 

v Vapor phase  

l Liquid phase 

k Common phase in mixture model 

eff Effective coefficient 

lv Effect of liquid phase to vapor phase in mixture model 

vl Effect of vapor phase to liquid phase in mixture model 

b bubble 

i Interface of phases 

Nomenclature table 

Variable Description  

   Volume of phase fraction 
   Density (kg/m3) 

v   Velocity (m/s) 

m  Mass flow rate (kg/m3) 

pqm    

qpm   

Positive mass flow rate per unit volume between phases (kg/m3) 

P   Pressure (Pa) 

   Stress tensor  

pqK   Coefficient for phase interaction effect. 

F  Force on two-phase flow (Pa/m2) 

ES  Energy source between phases in mixture model (W/m3) 

H  Enthalpy (kJ/kg) 

piH ,

qiH  

Interfacial enthalpy between bubble interface and two phases. (kJ/kg) 

  Dynamic viscosity (N·s/㎡) 

nuc  Nucleation site volume fraction (/m3) 

vapF  Evaporation coefficient 

bR  Bubble radius (m) 

condF  Condensation coefficient 

Q Energy source between two phases (J/m3) 

q Energy source of phases and interfacial (J/m3) 

T Temperature (K) 

h Heat transfer coefficient (W/(m2·K)) 

Ai Interfacial area (m2) 

db Bubble diameter (m) 

Pr Prandtl number 

Re Reynolds number 

Eo Eötvös number 

Nu Nusselt number 

DC   Drag force coefficient 

vmC  Virtual mass force coefficient 



wlC  Wall lubrication force coefficient 

wn  Vertical direction of wall 

lC  Lift force coefficient 

Subscript  

p, q q is a common phase and p is another phase in two fluid model 

pq, qp Effect between common phase with other phase in two fluid model 

lift,q Lift effect of a common phase in two fluid model 

wl,q Wall lubrication effect of a common phase in two fluid model 

vm,q Virtual mass effect of a common phase in two fluid model 

td,q Turbulent dispassion effect of a common phase in two fluid model 

m Mixture phase 

v Vapor phase  

l Liquid phase 

k Common phase in mixture model 

eff Effective coefficient 

lv Effect of liquid phase to vapor phase in mixture model 

vl Effect of vapor phase to liquid phase in mixture model 

b bubble 

i Interfacial position between phases 

 

1. Introduction  

Flashing like cavitation is a typical phase change phenomenon occurring when liquid experiences pressure 

drop. It may be encountered in many industrial systems and occasions including the SG, pressurized vessels 

and pipelines in pressurized water reactors (PWRs). As we know, the two-phase choking flow rate which 

determines the pressure relief rate and coolant loss rate of the two pressurized circuits in PWRs is related 

closely with the flashing process. A reliable correlation for the determination of this maximum flow rate is 

not yet available. Therefore, the research on 3D flashing flows as well as two-phase critical flows are quite 

necessary for the safety analysis of nuclear power systems. 

Heat transfer tubes of SG are the most vulnerable barrier in the PWR pressure boundary due to their thin 

(~1mm) wall and extremely harsh operating environment. Tube failure accidents occur frequently in SG, 

which are caused by various kinds of corrosion processes, and greatly affect the operation performance and 

lifetime of SG. Leakage rate of micro-crack at the early rupture stage is an effective parameter for judging 

whether the SG could be used continually with help of tube plugging operations. Accurate prediction of 

leakage rate and subsequent operations are meaningful for online-monitoring systems to ensure normal 

performance of SG and reduce economic loss caused by replacing SG. Therefore, the Leak Before Break 

(LBB) analysis is quite important for maintaining the operation stability of SG and safety of reactor. 

Flashing and choking are key points in the LBB calculations considering huge temperature difference and 

pressure drop between two sides of SG tubes. Based on existing theories about flashing, it could be predicted 

as shown in Fig. 1 that flashing bubble will form inside crack once the static pressure under evaporation 



pressure at this adiabatic system. Leakage rate will be affected significantly by the flashing degree inside 

crack. 
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Figure 1. Flash boiling process in micro-crack of a SG heat transfer tube. 

A number of theoretical and experimental researches have been carried out on LBB with consideration of 

flashing process [1-5]. Basically, there are four kinds of semi-empirical two-phase flow models including 

homogeneous equilibrium, homogeneous non-equilibrium, non-homogeneous equilibrium and non-

homogeneous non-equilibrium model, which have been widely used for LBB calculation[6]. A 

transcendental expression for critical flow rate through convergent passages was built by Henry and Fauske, 

which is a function of critical pressure ratio [7]. A theoretical and experimental study [2] on the LBB criterion 

for SG tubes was carried out for various crack leakage in SG. Several criteria [8] for instability of different 

defects were deduced through leakage rate evaluation and analysis. PICEP (Pipe Crack Evaluation Program) 

code [9], which was developed by EPRI for the LBB analysis, can calculate both leakage rates and critical 

crack length for SG tubes [10]. A high accuracy Mathcad code for leakage calculation of PWRs was 

developed based on a modified Fauske model, where the friction effect was ignored but non-equilibrium 

effect was considered [11]. The LBB phenomenon in nuclear power plants is researched with code ABAQUS 

and PIECP by Choon-Yeol et al. [12]. Both codes can provide deformation of the circumferential crack 

opening area, and the later code could predict the leakage rate with a better accuracy. Both experimental 

and theoretical analysis on flow and thermal characteristics of the two-phase leakage through micro-crack 

on pipes are researched by Zhang [13], and several correlations are developed for the prediction of micro-

crack leakage rates when coolant flows through narrow and short passages. A leakage analysis code 

LEABLE [14] is developed for various LBB conditions which covering both single-phase and two-phase 

leakage flows. The two-phase flow rate is based on an updated Henry-Fauske model by fixing the flashing 

inception. Its results have a higher precision than those from classic LBB codes including PICEP[9] and 



SQUIRT[15]. In addition, a thermal-hydraulic code to calculate critical flow rate of high temperature and 

high pressure fluid called LEAPOR have also been developed by ORNL(Oak Ridge National Labortory)[16]. 

In summary, although the classic Henry-Fauske model and its improved modifications have been widely 

used for LBB simulation, their applications are limited to conditions when the size of crack is large enough 

satisfying L/D>12 (L and D denote crack the passage length and hydraulic diameter of crack).  

The limited application range of the semi-empirical models for LBB calculation prevent them from giving 

accurate mass flow rates and detailed flow field in short and micro channels. Alternatively, the CFD method 

has been developed rapidly and widely used for numerical simulation of flashing flows in different 

configurations especially nozzles in these years [17-21]. It can not only save experimental efforts but also give 

detailed 3D distribution of thermal hydraulic parameters when coolant flows through the nozzle, orifice or 

small crack in pressurized pipelines. Generally, there are two approaches for CFD flashing simulation 

regarding phase change modelling, namely, the cavitation method and evaporation-condensation (or thermal 

phase change) method. The Rayleigh-Plesset [22, 23] model, which is widely used to describe the growth of 

single bubble, provides theoretical foundation for the cavitation method, while the evaporation-

condensation method is based on interphase heat transfer. Another type of thermal non-equilibrium model, 

the so-called relaxation model, was built by Schmidt et al. [24] for flash-boiling atomization. Recently, a 

comprehensive review on description of the flashing phenomenon and existing flow and heat transfer 

models has been conducted by Liao et al [25-27]. They performed CFD studies on flashing flows in a 

converging-diverging nozzle, natural circulation loop as well as other scenarios in nuclear applications 

based on CFX. A main conclusion was that the evaporation-condensation model in the frame of a two-fluid 

model is superior to the cavitation type model. The transient flashing flow when coolant leak from the main 

feed water line of SG has been researched by Jo et al. [28] using 3D transient CFD method in CFX. The 

evaporation-condensation model is used for simulating the phase change process. Chima et al. [29] have 

calculated the choking flow rate for a fan unit on the basis of 3D Navier-Stokes simulation code SWIFT. 

The results showed that the rotor choked at the measured flow rate with a normal shock in the passage. A 

multi-scale CFD approach is used to simulate the choking and flow-regime by Wang et al [30]. CFD-based 

numerical analyses of choking flashing flow with R134a in a converging-diverging nozzle is conducted by 

Geng et al [31] with the evaporation and condensation method.  

In case of SG tube rupture accidents, the coolant loss rate is determined by the critical two-phase flow 

process in thin cracks. It represents still a challenge for existing theoretical models to predict the highly non-

equilibrium phase change process in such small and short cracks. Mechanism of transient two-phase critical 

flow in a micro-crack has been insufficiently investigated. In this work, an Euler-Euler phase change model 

is built for thermal non-equilibrium flashing phenomenon in a short and micro cracked channel. Based on 

this flashing model, two-phase critical flow in a SG heat transfer tube is reproduced by changing the 



backpressure. Three dimensional two-phase thermal hydraulic fields obtained in this research give a brief 

but clear explanation for the critical flow mechanism. The results about leakage rate are beneficial for the 

design, maintenance, life extension of SG, and provide thermal hydraulic conditions for the safety analysis 

of nuclear power system in such a situation.  

2. Mathematical models 

Both cavitation and evaporation-condensation processes are considered for the modelling of flashing 

leakage flow through micro-crack. These two models are implemented in combination with two kinds of 

two-phase models, i.e. the Euler-Euler two-fluid model and a simplified mixture model (see Fig. 2). Finally, 

five solving schemes or model combinations are built. The liquid phase is assumed as incompressible fluid 

due to high local sound speed (~1500m/s) and low Mach number (Ma < 0.3). The vapor phase is assumed 

as ideal gas to account for its compressibility under high pressure.  
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Figure 2. CFD simulation schemes for flash boiling. 

For the sake of completeness, all mathematical models used in this research are summarized in this section. 

Since the Euler-Euler two-fluid model and the simplified mixture model are the basement of all simulation, 

their conservation equations are presented firstly. Mathematical description of the two phase change 

mechanisms, i.e. cavitation and evaporation-condensation, are introduced comparatively.  

2.1 Conservation equations 

2.1.1 Euler-Euler two-fluid model 

Regarding the liquid phase as continuum and the gaseous phase as dispersed bubbles, the ensemble-averaged 

mass, momentum and energy transport equations for phase q read: 

Conservation of mass: 



    qq q q q pq qpv m m
t
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Conservation of momentum: 
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Conservation of energy: 
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Wherein the subscript q represents one common phase in the two-fluid model, and p for the other phase. 

The explanation and units of variables in this section are summarized in the nomenclature table. The terms 

at the right hand of Eq. (1) denote the mass transfer between the phases p and q, where mpq
+ and mqp

+ 

represent the positive mass flow rate per unit volume from phase p to phase q and from phase q to phase p, 

respectively, i.e. max( ,0)pq pqm m   and max( ,0)qp qpm m  . The drag force, lift force, virtual mass 

force, turbulent dispersion force, wall lubrication force are all considered in the momentum conservation as 

shown in Eq. (2). The effect of turbulence is included in the stress-strain tensor term, which is solved by a 

two equation turbulence model and bubble-induced effects are neglected. More details will be given below. 

qiq is the heat transfer between the interface and the phase q. Hqi and Hpi represent the interfacial enthalpy 

carried into and out of the phases. For outgoing phases, they equal to the enthalpy of the phase, while for 

incoming phases they are set to the saturation enthalpy of the phase. 

 2.1.2 Homogeneous mixture model 

The mixture model is a simplified version of the Euler-Euler two-fluid model with following assumptions. 

(a) A homogenous phase is defined to represent the mixture of the two phases. 

(b) The momentum interaction between two phases is negligible. 

The properties of the mixture phase are defined as in Eq. (4). 
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Based on the assumptions, the full Euler-Euler two-fluid model is simplified to following form. 

Conservation of mass: 

   0m

m mv
t
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Conservation of momentum: 

      T

m m m m m m m mv v v P v v
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Conservation of energy: 
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  (7) 

Vapor transport equation: 

    v v v v m lv vlv m m
t
   


  


  (8) 

As we can see, the six-equation model is simplified into a four-equation model where slip velocity is also 

neglected in this research. In Eq. (7) (1 )eff v v l lk k k     denotes an effective thermal conductivity 

coefficient. There have no heat flux or energy source imported into the flash boiling system, so the 

interphase mass transfer and the corresponding energy are the main solution goals. Mass transfer between 

phases is obtained by either a cavitation model or an evaporation-condensation model. In the mixture model, 

the vapor phase is assumed saturated during the heat and mass transfer process. In the two fluid model, both 

sides of heat transfer, i.e. the transfer between interface and liquid phase and vapor phase, are all considered. 

2.2 Cavitation model  

In this model, a number of nucleation sites (micro-bubbles) on saturation pressure corresponding to the 

liquid temperature is assumed pre-existing and distributed evenly in the narrow channel. Once the pressure 

drops below the vapor pressure, these micro-bubbles will start to grow according to the Rayleigh-Plesset 

equation, otherwise, they will collapse.  

As we can see, to solve the Eq. (1) and Eq. (8), a constitutive model is needed for the description of mass 

transfer process. In these two equations, terms pqm 
 , qpm 

  and lvm , 
vlm  represent the mass transfer source 

connected to growth or collapse of flash bubbles which correspond to evaporation and condensation process 



respectively. According to the cavitation model the mass transfer source between two phases is determined 

by the difference of local liquid pressure and evaporation pressure. The cavitation models from Zward-

Gerber-Belamri[32]  and Schnerr and Sauer[33] behave well regarding both accuracy of results and the stability 

of simulation.  

The mass transfer source in Zward-Gerber-Belamri model is given by: 
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  (9) 

Here Pv denotes the vapor pressure and P the local pressure of liquid phase the parameter. 
nuc denotes the 

nucleation site volume fraction in this model which is set before the simulation. Rb is the nuclei or bubble 

radius, also prescribed. 

While these two terms in the Schnerr and Sauer model are expressed as follows: 

 

   

   

3 1 2
         if    

3

3 1 2
         if    

3

v v v vl
lv vap v

m b l

v v v vl
vl cond v

m b l

P P
m F P P

R

P P
m F P P

R

  

 

  

 

 
 

 
 

  (10) 

One can see that the source terms are related only to the prescribed Rb value in addition to the two pre-

factors. 

2.3 Evaporation-condensation model 

The evaporation-condensation model in Fluent, also referred to as thermal phase change model in other 

codes, describes the phase change induced by interphase heat transfer. Once the saturation temperature 

decreases below the liquid temperature, liquid becomes superheated. At certain degree of superheat it 

changes into vapor accompanied with energy transfer between the interface and the two phases. The mass 

transfer source term is obtained from the energy balance at the liquid-vapor interface. The total energy 

transferred from the interface to the liquid and to the vapor is computed by 

 
 

 

q iq qp qi q i i q qp qi

p ip qp pi p i i p qp pi

Q q m H h A T T m H

Q q m H h A T T m H

    

    
  (11) 



Where 
ph  and 

qh  denotes interfacial heat transfer coefficient on the liquid and vapor side, respectively, 

and Ti is the interfacial temperature. The mass transfer source is obtained directly from Eq. (11) according 

to heat balance, i.e. Qp + Qq = 0. The mass transfer through evaporation from the phase q to phase p is: 

 
   p i i p q i i q

qp

pi qi

h A T T h A T T
m

H H

  



  (12) 

In the current work the interfacial temperature is assumed to be equal to the saturation temperature. 

2.4 Constitutive models  

A large number of constitutive models are available for the closure of above equations, i.e. closing the 

Reynolds stress and momentum interaction terms. The selection of appropriate closures refers to the baseline 

model concept proposed recently by Liao et al. [34,35], which has been applied in the simulation of various 

flashing flows by the authors, e.g. [19, 36]. 

2.4.1 Interfacial area density model 

It is known that the interfacial area density plays an important role in determining interphase transfer rates. 

As bubble deformation is neglected instead a spherical shape is assumed, the interfacial area density could 

be computed as follows: 

 
6 q

i

b

A
d


   (13) 

2.4.2 Heat transfer coefficient model 

For the use of the evaporation-condensation model the heat transfer coefficients on two phases is of vital 

importance. There have many models been proposed for simulating evaporation and condensation 

phenomena [36-39]. Liao et al [26] conducted a comprehensive evaluation on them. The model developed by 

Hughmark [40] for rigid spheres bubbles is selected here considering its wider range of Reb which fits the 

flow status in the micro-channel. 
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  (14) 

Where Reb is the bubble Reynolds number basing on the bubble diameter and relative velocity. Nuq and Prq 

represents the Nusselt and Prandtl number of the phase q, respectively. Although the heat transfer from/to 

both liquid and gas sides is considered, the contribution on the gas side is found considerably small.  



2.4.3 Momentum transfer models 

In the Euler-Euler two-fluid approach constitutive equations are required to describe the momentum transfer 

between the two phases. In this research, drag force, virtual force, wall lubrication force and turbulence 

dispersion force are all considered.  

Drag force 

The term ( )p qpqK v v  in Eq. (2) represents the interphase exchange effect due to drag. The coefficient Kpq 

is expressed as  

 
8

D l i q

p

p

q

vC A
K

v 
   (15) 

In this research, the drag force coefficient CD is obtained using the correlation proposed by Ishii and Zuber 
[41]. 

Virtual mass force  

Virtual mass effect occurs in two-phase flows due to the relative velocity and acceleration. This term might 

be important during the rapid and transient flashing process. The force acting on the phase p is given as 

follows: 

 ( ( ) ( ) )
q p

vm vm v l q q p p

v v
F C v v v v

t t
 

 
     

 
  (16) 

 Where the virtual mass force coefficient Cvm is set to a typical value 0.5. 

Wall lubrication force 

The wall force model is used to describe the lateral force due to the presence of a wall, which tends to push 

all bubbles away from the wall and assure the zero void condition. The force acts in the normal direction of 

the wall, and has the following form for bubbles:  

  
2

wl q p wwl l vF C v v n    (17) 

The correlation for the coefficient Cwl proposed by Hosokawa et al. [42] is adopted in this research 

 
1.9

7
max ,0.0217

Re
wl

b

C Eo
 

  
 

  (18) 

Where Eo denotes the Eötvös number. 

Lift force 



The lift force acting on the phases results from velocity gradients in the mean flow. For the liquid phase it 

can be concluded into a form as follows: 

    lift v l ll l vF C v v v       (19) 

Where the lift force coefficient model of Tomiyama et al. [43] is adopted here. 

2.4.4. Turbulence model 

The fluid velocity in the crack is very high indicating strong turbulence effects. It has been shown that there 

is no significant difference between flow in a normal-sized channel and a micro-channel according to Koo’s 

research [44]. The functional SST (Shear Stress Transport) k- model has demonstrated great potential in 

simulating many practical turbulent flows. Comparative studies have shown that the results obtained from 

the SST k- model are more accurate and stable [45], and have been frequently used in simulating jet flow 

through micro-channels [46]. Thus, the model is chosen for two phase flow in the heat transfer tube and the 

micro-crack in this work. 

Numerical simulation of flashing process in micro-channels is challenging due to high transiency, short 

duration and phase change. Special attention is paid to numerics, meshing as well as physical properties to 

ensure good convergence and stability. The high quality hexahedral mesh is built using ICEM CFD firstly. 

The coupled algorithm in FLUENT is chosen to solve the velocity and pressure fields. Properties of fluid 

are estimated based on the database of NIST (National Institute of Standards and Technology) for steam 

and vapor. Parameters for initial and boundary conditions are all taken from the micro crack tests at XJTU 

(Xi’an Jiaotong University) [47]. 

3. Geometric models and computational grids  

3.1. Test section description 

A series of micro-crack leakage tests has been carried out at XJTU. The tests are categorized into micro-

crack field because the COD (crack opening degree) is less than 200 m. A sketch of test section is shown 

in Fig 3. The cracked heat transfer tube is surrounded by a pressure vessel to ensure constant backpressure 

during the test. The coolant flows through the crack into the pressure vessel and the leakage rate is finally 

obtained by a weighting method. There have two kinds of heat transfer tube where the outer diameter is 

17.48 mm and 19.05 mm and the thickness of wall is 1.01 mm and 1.09 mm respectively. With several kinds 

of crack where the COD is less than 200 m and length of crack no bigger than 15mm. The maximum 

pressure inside the heat transfer tube and pressure vessel could reach 9.0 MPa which is less than the real 

pressure in the primary loop of nuclear plants due to limited performance of test facility. It’s also the original 

https://scholar.google.com/citations?user=EumYrs0AAAAJ&hl=zh-CN&oi=sra


motivation of numerical study in this research aiming to predict real leakage rate under real operating 

conditions. The static temperature of coolant in heat transfer tube is ranging from 300 K to 553 K. 

 

Figure 3. Micro-crack leakage test section. 

All of the test sections used in this research are summarized in Table1, where 4 sets of micro-crack test 

sections are included. Among them, section 1, 2 and 4 are mainly used for research on leakage feature within 

the micro-crack while section 3 is used for the geometry simplification at the beginning of the simulation. 

The do represents the outer diameter of heat transfer tube, L is the crack length including axial and 

circumferential directions, W is the COD of crack, δ is crack depth equal to the thickness of tube wall since 

there have no corner in the cracks.  

Table1. Detailed parameters of test sections 

No Morphology Test section name do (mm) L (mm) W (um) δ (mm) 

1 Axial Φ19.05-LL3-W0.13 19.05 3 130 1.09 

2 Axial Φ19.05-LL3-W0.16 19.05 3 160 1.09 

3 Axial Φ17.48-LL3-W0.13 17.48 3 130 1.01 

4 Circumferential Φ17.48-CL8.3-W0.13 17.48 8.3 130 1.01 

 

The macro and micro appearance of an axial micro-crack in the tests is shown in Fig.4 (a) and Fig.4 (b), 

respectively. The crack is much smaller compared with the size of heat transfer tube. Since flashing occurs 

only inside the micro-crack channel and the flow far away has hardly any effect, it is advisable to simulate 



a part of the test section instead of the whole. A constant backpressure condition is used to simplify the fluid 

zone outside of the SG tube. 

 

(a) Test section of heat transfer tubes with an axial micro-crack. 

 

(b) Detailed appearance of an axial micro-crack. 

Figure 4. Appearance of micro-crack tubes in SG. 

3.2 Geometric model 

To evaluate the influence of the length of modelled heat transfer tube, seven geometric models with different 

entrance and exit lengths have been built, see Fig.5. The stainless steel pipe wall is neglected and adiabatic 

boundary conditions are applied. The leakage rate predicted with the seven geometric models for one test 

case is shown in Fig. 6. 

Crack length

“L”Exit section Entrance section

Heat transfer tube

18L+18L

45L+45L

60L+60L
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95L+95L

110L+110L

128L+128L

Coolant inlet

Coolant outlet

 

Figure 5. Schematic diagram of seven different geometric models for geometric dependent analysis. 
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Figure 6.  Analysis of effect of entrance and exit length. 

The prediction of leakage flow rate remains almost unchanged as the entrance and exit length increases from 

18L to 128L. The pre-simulation results show that “18L” is superior to other geometric models because it 

satisfies the requirement of simulation efficiency, accuracy and stability. All simulations presented in this 

research are performed on this model. 

3.3. Computational grids 

Building a high-quality computational grid is important for the simulation of transient and non-equilibrium 

flashing flows in micro-cracks. The hexahedral structured meshing scheme provided by ICEM CFD is 

chosen considering that the geometry in this research is rather simple and this strategy could provide higher 

mesh quality, fewer number of grid cells and better convergence in comparison with unstructured meshing.   

                                     

(a)                                        (b) 

Figure 7. Meshing model of two kinds of micro-cracks. (a) an axial crack, (b) a circumferential crack. 



Two kinds of grids with different crack patterns are shown in Fig. 7. The quality of the meshes well satisfies 

the requirement of FLUENT. The micro-crack zone is locally refined. 

Grid sensitivity analysis needs to be performed before any calculation with the CFD method. 

Comprehensively, 14 grids with increasing number of cells are built to choose an optimal one for the 

investigation. It can be seen from Fig. 8 that the leakage flow rate for the crack 3 (see Table 1) remains 

almost unchanged if the grid amount over 1,000,000. A too coarse grid will lead to obvious over-predictions. 

Since the micro-crack has little influence on the grid model, the grid with 1,130,000 cells is selected in this 

research for other test sections with consideration of both simulation accuracy and economy. 
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Figure 8. Grid sensitivity analysis. 

4. Numerical results 

The convergence of all simulations in this research is controlled by monitoring residual curves. The residual 

threshold for variables are set to be the default value in FLUENT, i.e. 10-4, and the momentum residual in 

the crack depth direction is found to be the highest one. Both the transient and steady simulations are 

performed in this research. In the transient cases, the time step is controlled to no more than 0.001s to ensure 

the stability of simulation. 

4.1. Effect of numerical models 

As listed in Fig. 2, five different model combinations are built for the simulation of flashing flows based on 

the available knowledge. A comprehensive comparison between the different approaches is presented in 

this section aiming at an optimal solution for the micro-crack flashing simulation. The circumferential crack 

tube φ17.48-CL8.3-W0.13 (No. 4 in Table 1) is chosen for carrying out the comparison simulations. Both 



steady and transient calculations have been performed. The distribution of void fraction at the axial and 

circumferential mid-planes of the micro-channel obtained by different models is shown in Fig. 9. It can be 

seen that the flashing is started at the upper and lower walls (in the width direction) near the crack inlet 

position. When the coolant in the heat transfer tube flows through the micro-crack, it experiences a large 

pressure drop and a region with lower pressure is formed near the wall shortly behind the inlet. In case of 

Euler-Euler two-fluid model (Model 5), the pre-existing tiny nuclei bubbles are accumulated in the near-

wall region under the effect of lift force. These factors facilitate the flashing inception and bubbles appear 

firstly there. The bubbles continue growing and migrate to the center of the channel downstream. A clear 

wall-peak void profile is developed in the crack, and the magnitude of the peak reduces gradually due to 

bubble dispersion in the lateral direction. The circumferential plots in Fig. 9(b) show that the side walls have 

also an effect on the flashing. The void fraction at the two corners close to the crack exit is clearly higher 

than that in the middle according to all models due to an abrupt pressure drop.    

 
     

                            Model 1 Model 2 Model 3 Model 4 Model 5 

(a) Axial distribution 

 



   
   

                  Model 1 Model 2 Model 3 Model 4 Model 5 

(b) Circumferential distribution 

Figure 9. Distribution of void fraction in the micro-crack channel obtained by different models. 

Qualitatively similar but quantitatively different void distribution profiles are obtained using the five models. 

Difference is present not only between the mixture and the two-fluid model (Model 1 vs Model 3, Model 2 

vs Model 4), between the cavitation and evaporation-condensation model (Model 3 vs Model 5, Model 4 vs 

Model 5), but also between the two cavitation models (Model 1 vs Model 2, Model 3 vs Model 4). In general, 

the evaporation rate predicted by the evaporation-condensation model is larger than that by the cavitation 

models, and the prediction of the Schnerr and Sauer model is larger than that of the Zwart-Gerber-Belamri 

model. Furthermore, the two-fluid model tends to suppress the phase change process if it is modelled by a 

cavitation model. The findings [44, 45] are contradictory to the previous results using the evaporation-

condensation model, which showed that the consideration of relative velocity promotes the evaporation 

process considerably. The cross-section averaged void fraction along the depth of the crack channel is shown 

in Fig. 10. As one can see, the vapor fraction increases steeply in the regions close to the inlet and outlet 

because of large local pressure drops.    
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Figure 10. Average void fraction along depth of crack channel. 

The leakage rates predicted using the five models as well as their deviation from the measurement are 

summarized in Table 3. It indicates that all models give an over-prediction of the leakage rate, but the 

maximal relative error is within 10%. The evaporation-condensation model based on the Euler-Euler method 

(Model 5) is superior to other solutions and gives the closest prediction. It indicates that thermal effects play 

an important role under the investigated conditions (high pressure high temperature). The Schnerr and Sauer 

cavitation model shows a better accuracy than the Zwart-Gerber-Belamri model concerning simulation of 

flashing and leakage flow through short micro-cracks. The results of leakage rate are consistent overall with 

the average void fraction presented above. The higher the evaporation rate is lower, the lower leakage rate 

is higher. However, the prediction of void fraction and leakage rate using Model 2 is both slightly higher 

than that by Model 4. It may indicate an effect of the void distribution in addition to the average void fraction. 

From Fig. 9 one can see that the void distribution according to Model 4 is clearly wider to the channel center 

compared with Model 2.        

Table3. Comparison of the predicted and measured leakage rate. 

Flashing models 
Predicted leakage rate 

(kg/s) 

Measured leakage rate 

(kg/s) 
Relative error (%) 

Model 1 256.15 236.30 8.40 

Model 2 249.06 236.30 5.40 

Model 3 255.44 236.30 8.10 

Model 4 247.31 236.30 4.66 

Model 5 244.57 236.30 3.50 



 

In conclusion, the CFD method shows a good potential in predicting the micro-crack leakage rate. As shown 

in Table 3, the calculation accuracy especially the evaporation-condensation model on the basement of 

Euler-Euler two-phase flow model is much higher than the prediction of existing mature LBB codes such 

as SQUIRT[15], PICEP[9] and so on where the simulation error could reach 40%. In addition, the detailed 3D 

information of thermal hydraulic parameters such as phase distribution is useful to discover the leakage 

mechanism as well as factors that limit the leakage rate from the micro-crack. The evaporation-condensation 

model based on Euler-Euler method is used to launch the rest simulations with consideration of its higher 

calculation accuracy and less assumptions.  

4.2. Simulation results of Euler-Euler evaporation-condensation model.  

Detailed thermal hydraulic parameter distributions are provided to fully understand the flashing process 

occurring in the micro-crack. In addition to the void fraction in Fig. 9, the steady-state temperature of liquid 

and vapor is plotted in Fig. 11. Figure 11(a) shows that lower liquid phase temperature occurs in the zones 

with bubbles. It reflects the thermal phase change results, i.e. the generation and growth of vapor bubbles 

absorbing heat from the surrounding liquid. In the simulation using the cavitation models, thermal effects 

are neglected and the liquid temperature remains constant. The highest temperature of vapor phase existing 

in the inlet area, which could reach 496 K, coincides with the highest pressure inside the heat transfer tube, 

i.e. before the inlet of the crack channel. The vapor temperature is close to the saturation temperature, and 

decreases with the pressure along the crack channel, see Fig. 11(b).  

           

(a)                                (b)                           (c)                      (d) 

Figure 11. Temperature field of the two-phase mixture in micro-crack. (a) liquid phase, (b) vapor phase,  

(c) superheat degree of liquid (d) saturation temperature. 

 



The results in Fig.12 and Fig. 13 reveal the two-phase flow field in micro-crack. The kinetic energy of both 

phases is bigger at the bubble zone, where a violent phase change process takes place. The highest value 

exceeds 1000 m2/s2. 

                   

                                         (a)                     (b) 

Figure 12. Turbulence kinetic energy of two phases. (a) liquid phase, (b) vapor phase. 

 

The velocity of both phases behaves similarly with a maximum at the central mainstream zone. The 

maximum value exceeds 100 m/s. The acceleration of the vapor phase and the velocity difference between 

the phases near the inlet and outlet are obvious due to large pressure drops. Inside the crack the velocity 

profiles are relatively flat, and the vapor is decelerated slightly due to the interaction with the liquid phase. 

In the deceleration region the liquid velocity is higher than the vapor one, and negative relative velocities 

are observed. 

 

 

 

 

 

 

  



  

   
   

            (a)                          (b)                                          (c) 

Figure 13. Velocity distribution. (a) liquid phase, (b) vapor phase, (c) relative velocity. 

 

Finally, the pressure distribution of the mixture phase is presented in Fig. 14. The inlet and outlet pressures 

are set according to experimental conditions. As discussed above, the pressure drop mainly occurs at the 

entrance of the crack, which activiates directly the phase change process and the growth of bubbles. The 

appearance of vapor bubbles helps to recover the pressure so that the pressure remains nearly unchanged 

along the crack until a significant drop comes again at the exit of the crack. Pressure of coolant decreases 

rapidly to the backpressure (1 atm in this case) at the outlet position. The regions with lower pressure are  

consistent with those, where flashing inception and high void fraction are observed (see Fig. 9). 

 



 

Figure 14. Pressure distribution of mixture phase. 

 

4.3. Comparison with experimental data. 

Three sets of micro-crack leakage test data corresponding to the three cracks (No.1, 2, 4) in Table 1 are used 

to validate the flashing simulation model in this research. Each set consists of a number of test cases, which 

cover a wide range of coolant temperatures varying from 280 K to 560 K and pressure drops with the inlet 

pressure changing from 1.101325 MPa to 9.101325 MPa, while the outlet pressure kept at 0.101325MPa. 

Detailed geometric parameters about test sections are shown in Table 1. As shown in Fig. 15, the predictions 

of leakage rate provided by the Euler-Euler evaporation-condensation model (Model 5) are in a perfect 

agreement with the test data of all cases. The leakage rate decreases clearly as the coolant temperature 

increases. This is because high liquid temperature facilitates the occurrence of flashing, which slows down 

the leakage process.  
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Figure 15. Comparison between predicted and measured leakage rates ((a) is results comparison of No. 5 

test section, (b) is results comparison of No. 2 test section, (c) is results comparison of No. 1 test section. 

All of CFD results are calculated by Model 5). 

The relative error of simulated leakage rates to the data is summarized in Fig.16. It shows an overall over-

prediction existing in the cases with temperature lower than 350 K. It may indicate that in these cases the 

pressure non-equilibrium plays a role in addition to the thermal non-equilibrium. Neglecting of this effect 

in the current two-fluid model leads to an over-prediction of leakage rates. However, to clarify this point 

further research is needed. On the other hand, for very high temperature (>500 K) the model behaves clearly 

different for different cracks in particular for two longitudinal ones, i.e. 𝜑19.05-LL3-W0.13 and 𝜑19.05-

LL3-W0.16 (No.1 and No. 2 in Table 1).  The leakage rate is over-predicted in crack 1 while under-predicted 

in crack 2. As shown in Table 1, the unique difference between the two cracks is the width (0.13 mm in 

crack 1 and 0.16 in crack 2). The reason for inconsistency in the results is not yet clear. Perhaps heat transfer 



mechanisms are different in these cases. Nevertheless, the maximal error for all cases in the three test 

sections is within 8%. It demonstrates that the Euler-Euler evaporation-condensation model has a generally 

good potential in predicting the micro-crack leakage. The accuracy is even higher than that of widely-used 

programs (±40~60%) for LBB including PIECP[9] and SQUIRT[15].  
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Figure 16. Simulation error distribution by the Euler-Euler evaporation-condensation flashing model. 

4.4. Effect of backpressures 

The circumferential crack tube φ17.48-CL8.3-W0.13 is selected here for investigating the effect of the 

backpressure on the leakage rate. The pressure inside the heat transfer tube is 7.101325 MPa and the 

backpressure varies in the range of 0.101325 ~ 7.0 MPa. The coolant inside the heat transfer tube keeps a 

hot state with a fixed temperature of 433.99 K, which is realized by using a preheating system during the 

experiment. Finally, the effect of the backpressure on the leakage rate is investigated by using the cavitation 

model 4 and evaporation-condensation model 5 on the basis of Euler-Euler two-phase flow model.  



 

 CFD results using Evaporation-Condensation model based on Euler-Euler method

 CFD results using Cavitation model based on Euler-Euler method
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Figure 17. Leakage rate of circumferential shape micro-crack under different backpressures 

It can be figured out from Fig.17 that the flash boiling results from two models are quite similar. At high 

backpressures the two predictions of leakage are quite close. They deviate from each other as the 

backpressure decreases further. The leakage rate is smaller according to the Euler-Euler evaporation-

condensation model. As expected the leakage from the micro-crack increases with the decrease of the 

backpressure because the evaporation accelerates the flow. However, when the backpressure drops below 

ca. 2.3 MPa it remains nearly unchanged, which indicates that the critical flow point is reached. In other 

words, the leakage rate will not be affected by the backpressure if it drops further. The appearance of this 

phenomenon has been validated by various models in this research. The best accuracy is obtained by the 

Euler-Euler evaporation-condensation model with comparison to the leakage test data. The results show that 

the realistic two-phase critical pressure under this condition is between 2.301325 MPa to 2.501325 MPa. 

The distribution of pressure and void fraction field at a symmetric cross section of crack under different 

backpressures are shown in Fig. 18 and Fig. 19, respectively. The results are all loaded from the Euler-Euler 

evaporation-condensation model. It can be seen from Fig. 18 that the pressure change and local low pressure 

are affected by the backpressure significantly. The flash boiling phenomenon will disappear when the 

pressure in the low pressure zone is insufficient to initiate the evaporation. In other words, the lowest 

saturation temperature at the corresponding pressure is higher than the fluid temperature in the heat transfer 

tube. Both the pressure near the inlet and outlet sections of the crack increases with the value of backpressure. 

Figure 19 shows that the flashing is triggered as the backpressure drops to 2.3 MPa. The void fraction in the 

first half of the crack channel develops to a stable profile, and the local maximum value exceeds 0.97. As 



discussed above, the flow reaches the critical condition at this backpressure. It implies that two-phase critical 

flow occurs when stable flashing process is triggered. 

 
      

0.101325 1.101325 2.101325 2.301325 2.501325 2.701325 

Figure 18. Distribution of pressure at a symmetric section under different backpressure 

Figure 19. Distribution of void fraction at a symmetric section under different backpressure 

According to the theories of the cavitation model and the vaporization-condensation model, flashing bubbles 

will collapse when the pressure downstream increases above the saturation pressure or correspondingly the 

saturation temperature exceeds the liquid temperature. The bubble collapse occurs earlier as the 

backpressure increases, which means the area of flashing zone decreases. There actually have no flashing 

bubbles when backpressure is greater than the “critical pressure” 2.301325 MPa. It can be figured out from 

       

0.101325 1.101325 2.101325 2.301325 2.501325 2.701325 



Fig. 19 that the lower pressure zone near the inlet position of crack is still present but not lower enough to 

produce bubbles. So only single phase flow prevails in the micro-crack channel. 

In summary, the leakage rate increases as the backpressure decreases, because larger driving force (pressure 

difference or temperature difference) for flashing is obtained. The appearance of many flashing bubbles 

accelerates the flow through the micro-crack channel, but there exists a limit. The critical pressure is the 

pressure when flash boiling is stably activated. Further decreases of backpressure will increase the low 

pressure and flashing zone but will not affect the steady-state critical flow rate. 

4.5 Influence of inlet pressure and temperature on critical flow 

Based on the results in section 4.4, more calculations under various inlet static pressures are launched for 

further validation of the two-phase critical model. The circumferential crack tube section φ17.48-CL8.3-

W0.13 in Table1 is adopted here as a representative. The leakage rate prediction for all cases is summarized 

in Fig. 20. The results show that the two-phase critical flow phenomenon in a micro-crack is repeatable 

under different pressure operations. It can be figured out that the critical pressure is affected significantly 

by the static pressure in the heat transfer tube of SG. The critical pressure increases with static pressure 

which means flashing bubble more easily formed under high pressure conditions. The critical pressure could 

be concluded roughly into a correlation Pcr=0.4Pin, which is consistent with our previous experimental 

results [47].   
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Figure 20. Two-phase critical flow under different inlet static pressures. 



To further reveal the effect of static temperature on the flash boiling in the micro-crack, a series of 

simulations are launched with different temperatures. The predicted leakage rates are plotted in Fig. 21. As 

expected, hot liquid is apt to evaporate as the pressure drops. The results show that the leakage rate is larger 

under lower temperature conditions. Under the same inlet pressure, high temperature liquids reach the 

critical condition earlier as the backpressure decreases. The value of the two-phase critical pressure and 

leakage rate decreases as the coolant temperature decreases, see Figures 21 and 22.  
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Figure 21. Two-phase critical flow under different static temperatures. 
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Figure 22. Effect of temperature on critical leakage rate. 



5. Conclusion  

In this research several typical flashing models are tested for the prediction of micro-crack leakage in a SG 

heat transfer tube. Two mechanisms including cavitation and evaporation-condensation for the modelling 

of the phase change process are referred. The phase change models are implemented in the Euler-Euler and 

the mixture two-phase frameworks, respectively. The evaporation-condensation model with the Euler-Euler 

method is shown to have the highest accuracy concerning the leakage rate prediction in the micro-crack. 

The simulation results are validated with the test data obtained by XJTU, which show pretty good agreement. 

The flash boiling begins at the entrance position of the crack due to large pressure drop, and develops along 

the crack walls. The flashing process could be well developed and a stable two-phase mixture flows out 

from the crack once the backpressure is lower enough. On the contrary, the flashing bubbles could not 

survive and will collapse or the flash boiling cannot be triggered at all once the backpressure is too high. 

Critical flow phenomenon is observed in the micro-crack if stable flashing occurs. Some conclusions are 

listed below to give a summary about this research. 

1) The evaporation-condensation model incorporated with the Euler-Euler two-fluid approach is more 

promising in flash boiling simulation of micro-cracks than cavitation models, and its prediction of 

leakage rates is more close to the data. 

2) The leakage simulation results on both circumferential and axial crack-tubes show that lower pressure 

zones occur behind the inlet and developed along the crack depending on the backpressure. More 

bubbles are observed at the entrance and exit position of the crack due to large local pressure drop.  

3) Two-phase critical flow phenomenon is observed in the micro-crack leakage simulation. Firstly, the 

leakage rate increases with the pressure driven head over the crack which is achieved by reducing the 

backpressure. Secondly, flash boiling region increase as the backpressure decreases. However, it is 

found that the critical flow rate is obtained once the flashing process is triggered stably, and further 

decrease of the backpressure will not increase the flow rate any more. Both the cavitation and the 

evaporation-cavitation models can catch this phenomenon, but the prediction of the latter is more close 

to the measurement. 

4) Besides the backpressure, the critical flow rate through the micro-cracks is found to depend on the 

pressure in the heat transfer tube and initial temperature. Liquid of high pressure and temperature is apt 

to flash during the depressurization. As a result, the critical leakage rate is lower than low pressure and 

temperature conditions.    

The flash boiling model built in this research could predict the leakage rate with sufficient accuracy, and 

give three dimensional detailed thermal hydraulic fields for the analysis of the flow in micro-cracks. 

However, the sensitivity of thermal phase change model on flow conditions is needed to be evaluated further. 

For example, the effect of pressure non-equilibrium may be non-negligible below a certain temperature 



level. The leakage rate prediction results are valuable for monitoring the operation and maintenance of SGs 

as well as the safety analysis of SG tube rupture accident, e.g. the release of radioactive nuclei from the 

primary side to the secondary side.  
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