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ABSTRACT 11 

The accuracy of gas-liquid flow modelling strongly depends on an appropriate modelling of interfacial 12 

forces. Among those, the drag is dominating. Most drag models reported in the literature have been 13 

derived and validated for laminar or low-turbulence flow conditions only. In this study, we evaluated 14 

different drag models from the literature for a highly turbulent gas-liquid flow around an obstacle in a 15 

pipe that produces a pronounced vortex region. We compared void fraction, as well as gas and liquid 16 

velocity profiles with experimental data obtained by means of Ultrafast X-ray Computed Tomography. 17 

We found that all the models except Bakker and Feng, predict the void fraction well compared to 18 

experimental data upstream of the obstacle, that is, for a developed two-phase pipe flow with axial 19 

symmetry. However, the void fraction downstream is grossly overestimated by all of the models. Based 20 

on the results, a hybrid drag model is proposed, which improves void fraction predictions considerably. 21 

 22 

Keywords: CFD, bubbly flow, drag force coefficient, turbulence, vortex, hybrid drag model 23 

Nomenclature  

 

Latin symbols  Greek symbols  

𝑑𝐵 bubble diameter [m] 𝛼 gas volume fraction [-] 

𝐶𝐷 drag coefficient [-] 𝜈 kinematic viscosity [m2∙s-1] 

𝐸𝑜 Eötvös number [-] 𝜎 surface tension [kg ∙s-2] 

𝐹𝐷 drag force per unit volume [N∙m-3] 𝜀 turbulence dissipation rate [m2∙s-3] 

k phase indicator 𝜇 dynamic viscosity [kg∙m-1∙s-1] 

𝑀𝑖 source term in i-th direction [kg∙m-

2∙s-2] 

𝜏𝑖𝑗
𝐿𝑎𝑚, 𝜏𝑖𝑗

𝑇𝑢𝑟𝑏 laminar stress tensor [kg∙m-1∙s-2],  turbulent 

stress tensor [kg∙m-1∙s-2] 

𝑀𝑜 Morton number [-] 𝜌 density [kg∙m-3] 

𝑝 pressure [Pa] Subscripts   
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𝑅𝑒 Reynolds number [-] B bubble 

𝑢 velocity [m∙s-1] L liquid phase 

  G gas phase 

Acronyms 24 

BIT: Bubble-Induced Turbulence 25 

CFD: Computational Fluid Dynamics 26 

FAD: Favre-Averaged Drag 27 

MUSIG: Multiple Size Group Model 28 

SST: Shear Stress Transport 29 

UFXCT: Ultrafast X-ray Computed Tomography 30 

1. Introduction 31 

Bubbly flows are important in many fields of process, energy and environmental engineering. Examples 32 

are boiling two-phase flow in nuclear reactors (Tas-Koehler et al. (2020)), stirred tanks (Guan et al. 33 

(2020)), bubble columns (Besagni et al. (2018)) and airlift reactors (Jiang et al. (2016)). In all these 34 

applications the modelling and simulation of two-phase flow is required to understand and predict heat 35 

and mass transfer, mixing efficiency and chemical reaction (Guan et al. (2020); Pourtousi et al. (2014)). 36 

Computational fluid dynamics (CFD) has meanwhile considerably progressed to simulate two-phase 37 

flows. However, there are still major challenges with complex three-dimensional flow situations. One 38 

example is two-phase flow near impeller blades in reactors where gas accumulates in local vortex 39 

regions. Another example is flow separation behind spacers with vanes in nuclear fuel assemblies. Yet, 40 

a third example is bubble columns with internals. For all these applications, improved numerical CFD 41 

modelling is needed. Especially for the Euler-Euler CFD modelling context this requires appropriate 42 

closure equations for interfacial forces (Liao et al. (2018)). 43 

In two-phase bubbly flow simulations, the momentum exchange between the phases is calculated via 44 

interfacial forces such as drag, lift, turbulent dispersion, wall lubrication and virtual mass. Among them, 45 

the drag force is the dominant force with a significantly higher magnitude than the other forces. Hence, 46 

accurate drag modelling is of primary importance (Chen (2004); Pourtousi et al. (2014); Yamoah et al. 47 

(2015)).  48 

The interfacial drag force  49 

𝑭𝐷 = −
3

4

𝐶𝐷
𝑑𝐵
𝛼𝜌𝐿|𝒖𝐺 − 𝒖𝐿| (𝒖𝐺 − 𝒖𝐿)  (1) 

determines the relative velocity between two phases as well as lateral migration of the gas phase. Here, 50 

𝑑𝐵 is the bubble diameter, 𝛼 is the gas void fraction, 𝜌𝐿 is the liquid density, 𝒖𝐺 is the gas velocity, 𝒖𝐿 51 

is the liquid velocity and 𝐶𝐷 is the drag coefficient. A large number of 𝐶𝐷 closures have been proposed 52 

for the drag model in the literature. Most of the closures were obtained from bubble rise in stagnant 53 

liquid experiments. Schiller & Naumann (1935) developed a 𝐶𝐷 model by considering a single and rigid 54 

sphere bubble for a wide range of 𝑅𝑒𝐵 55 

𝑅𝑒𝐵 = 
𝜌𝐿|𝒖𝐿 − 𝒖𝐺|𝑑𝐵

𝜇𝐿
.  (2) 

The Schiller&Naumann model gives good results for the small spherical bubbles (up to a diameter of 56 

2.5 mm) and the low void fraction cases. However, it does not consider the deformation of the bubbles. 57 
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In addition, this model uses a constant 𝐶𝐷 for high 𝑅𝑒𝐵. Morsi & Alexander (1972) correlated a 𝐶𝐷 58 

model for a wide range of 𝑅𝑒𝐵. However, the model includes different constants for different ranges of 59 

𝑅𝑒𝐵. Grace et al. (1976) improved the Schiller&Naumann model by considering the bubble deformation. 60 

The Grace model bases three non-dimensional numbers: ReB, Eötvös number (Eo) 61 

𝐸𝑜 =  
𝑔(𝜌𝐿 − 𝜌𝐺)𝑑𝐵

2

𝜎
  (3) 

and Morton number (Mo) 62 

𝑀𝑜 = 
𝑔(𝜌𝐿 − 𝜌𝐺)𝜇𝐿

4

𝜌𝐿
2𝜎3

.  (4) 

 63 

Similar to the Schiller&Naumann model, the Grace model is suitable for low void fraction cases. Ishii 64 

& Zuber (1979) developed 𝐶𝐷 correlations for bubbly flow by considering also the bubble deformation. 65 

They compared the drag coefficients with experimental data and obtained satisfactory agreements in a 66 

wide range of the particle concentration and Reynolds number. Although the application range was not 67 

given explicitly, it is expected to be valid approximately for  𝐸𝑜 < 106 and 𝑅𝑒𝐵 < 10
4 (Asad et al. 68 

(2017)). The main difference between the Ishii&Zuber and the Grace model is the definition of  𝐶𝐷 for 69 

ellipsoidal bubbles (𝐶𝐷𝑒𝑙𝑙𝑖𝑝𝑠𝑒). Silva et al. (2012) investigated the capability of the Ishii&Zuber model 70 

for the heterogeneous flow in a bubble column. They found that the Ishii&Zuber model overestimates 71 

the gas holdup compared to experimental data. Masood & Delgado (2014) compared the above drag 72 

models (Ishii&Zuber, Grace and Schiller&Naumann) and showed that while all drag models provide 73 

reasonable liquid axial velocity results compared to experiments, the model of Ishii&Zuber predicts 74 

axial gas velocity better than the other two models.  75 

Tomiyama et al. (1998) developed 𝐶𝐷 closures from experimental data of a single bubble in a stagnant 76 

liquid that include the effects of not only fluid properties, gravity, bubble deformation but also the degree 77 

of contamination (pure, moderately contaminated and fully contaminated). The correlations depend on 78 

two non-dimensional numbers, i.e. ReB and Eo. They are valid for 10−2 < 𝐸𝑜 < 103 and 10−3 <79 

𝑅𝑒𝐵 < 105. Zhang & VanderHeyden (2002) developed a 𝐶𝐷 model, which is a function of 𝑅𝑒𝐵 only. 80 

The range of applicability for Zhang&VanderHeyden model was not given explicitly. Simonnet et al. 81 

(2007) empirically derived a 𝐶𝐷 model without bubble deformation and 𝑅𝑒𝐵 consideration, yet, the 82 

model includes a correction factor that is account for the influence of local void fraction. Since the 83 

Tomiyama model considers different flow properties and is applicable for high 𝑅𝑒𝐵 cases, it has often 84 

been compared with other models in the literature, especially for bubble columns. Zhang et al. (2006) 85 

compared Ishii&Zuber and Tomiyama drag models for two different square-cross sectioned bubble 86 

columns of two different aspect ratios. They found that with the Tomiyama model, the predicted slip 87 

velocity agrees well with the experimental data in both columns. Besagni et al. (2018) compared the 88 

Tomiyama and Grace models for small-scale and large-scale bubble columns. They found that the 89 

Tomiyama model provides a better agreement to experimental data in terms of a void fraction. Tabib et 90 

al. (2008) compared the Schiller&Naumann, Ishii&Zuber, the Grace and Zhang&VanderHeyden models 91 

to estimate the gas-liquid flow pattern in bubble columns. The results showed that whereas the 92 

predictions of the Ishii&Zuber and Zhang&VanderHeyden models are closer to experimental data for 93 

low superficial gas velocity, only the Zhang&VanderHeyden model is appropriate for predicting the 94 

flow pattern at high superficial gas velocity. Gupta & Roy (2013) investigated four drag models e.g. 95 

Schiller&Naumann, Tomiyama, Ishii&Zuber and Zhang&VanderHeyden to study gas-liquid in a bubble 96 

column. They found that all drag models provide similar axial liquid velocity predictions for low gas 97 
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holdup and superficial velocities. However, they underlined that further studies are necessary for higher 98 

gas velocities. Jin et al. (2019) compared the drag models of Ishii&Zuber, Tomiyama, Simonnet and 99 

Grace. They reported that Tomiyama gives better void fraction results compared to the experimental 100 

data for medium to high ReB number and low void fraction. Wang & Yao (2016) analysed different 101 

interface force models for gas-liquid flow and found that for the low bubble Reynolds number (ReB), 102 

Schiller&Naumann, Morsi&Alexander, Grace, Tomiyama and Ishii&Zuber models provide similar 103 

results in terms of radial void fraction. However, for the high ReB, only Grace, Tomiyama and 104 

Ishii&Zuber models, which consider bubble deformation, showed good accuracy. Yamoah et al. (2015) 105 

numerically investigated different drag models such as Grace, Ishii&Zuber, Tomiyama and Simonnet. 106 

All drag coefficient correlations provided satisfying void fraction results in comparison with 107 

experimental data. Although the Tomiyama model provides good predictions for both bubble column 108 

and pipe geometry, it is not the case for an external loop reactor, which has more flow complexity. Jiang 109 

et al. (2016) investigated the performance of Tomiyama, Schiller&Naumann and dual bubble size 110 

(DBS)-local model for an external loop airlift reactor. They found that the Schiller&Naumann model 111 

underestimates the local gas holdup at lower superficial gas velocity whereas the Tomiyama model 112 

overestimates it at higher superficial gas velocity.  113 

In a turbulent flow, a bubble undergoes continuous acceleration and deceleration as well as deformation 114 

due to turbulent eddies. The impact of turbulent eddies on the motion of the gas phase is generally 115 

ignored by assuming a standard drag model that has been obtained in quiescent flow. Such an 116 

assumption can cause considerable errors in the void fraction profile under turbulent conditions 117 

(Doroodchi et al. (2008)). Thus, there are drag closures that consider turbulence effects in the literature.  118 

Bakker & Vandenakker (1994) attempted to describe the effect of turbulence on the drag coefficient by 119 

utilizing a modified Reynolds number in a common correlation developed for stagnant fluid. Brucato et 120 

al. (1998) performed experiments to measure drag coefficients of solid particles in a turbulent flow. 121 

They proposed a new drag coefficient correlation based on the Tomiyama model by considering the 122 

ratio of bubble diameter to the Kolmogorov length scale (based on volume-averaged energy dissipation 123 

rate) of turbulence. Lane et al. (2002) applied the Brucato model to bubbles since the mechanism of 124 

drag modification is believed to be similar and confirmed that the Brucato model can be used for the 125 

bubbles. Lane et al. (2005) proposed a 𝐶𝐷 model that is based on the available experimental data in the 126 

literature. They found that there is a relation between the ratio of the slip velocity to the particle terminal 127 

velocity and drag coefficient. 128 

Khopkar & Ranade (2006) compared the drag models of Brucato and Bakker for a stirred vessel. They 129 

showed that the Brucato model provides better agreement with the experimental data for the gas holdup. 130 

Karimi et al. (2012) numerically investigated the performance of Schiller&Naumann and Lane drag 131 

models in a Rushton-turbine flotation tank under turbulent conditions. They found that while the 132 

Schiller&Naumann model overestimate the gas holdup compared to experimental data, the Lane model 133 

provides fair agreement. Feng & Bolotnov (2016) proposed a modified version of Tomiyama model for 134 

𝐶𝐷 based on DNS simulations. However, the model does not consider the bubble deformation. They 135 

indicated that the modified model is valid for ReB up to 900. Thus, they point out that further 136 

investigations are needed to validate its applicability on higher ReB. Salibindla et al. (2020) calculated 137 

𝐶𝐷 of deforming bubbles in isotropic turbulence at a high-energy dissipation rate (𝜀~0.5 𝑚2𝑠−3) via 138 

measurements of mean bubble and flow vertical velocity. They showed that when 𝑅𝑒𝐵 < 400, the 139 

results agree well with the data of the Tomiyama model for bubbles rising in contaminated water. 140 

For 𝑅𝑒𝐵 > 400, they developed a new 𝐶𝐷 model based on a turbulence-based Weber number. 141 

Mathematical descriptions of all aforementioned models are given in Table 1. 142 
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The literature review shows that whereas the Schiller&Naumann model predicts axial gas and liquid 143 

velocities satisfactorily, yet, it underestimates the local void fraction at low superficial gas velocity, the 144 

Ishii&Zuber model predicts axial gas and liquid velocities well for low void fraction and superficial 145 

velocities, yet, it overestimates the void fraction. The Tomiyama model generally provides good void 146 

fraction accuracy for medium to high ReB number and low void fraction. However, when there is flow 147 

complexity, the Tomiyama model overestimates the void fraction. The Brucato model predicts the void 148 

fraction well at high turbulence. For the Feng and Salibindla models, investigations are still required. It 149 

can be concluded that it is not clear whether available drag models are appropriate for complex two-150 

phase flow simulations. In addition, the available drag models, which are appropriate for high 151 

turbulence, also need validation in the presence of a vortex region where sudden shear changes are 152 

present. In this context, the aim of the study, to evaluate the capability of drag models under the high 153 

turbulence-uniform/vortex flow conditions that have a more practical use for engineering applications. 154 

Thus, a capability analysis of the different drag models in the Euler-Euler framework of bubbly flow 155 

simulations was performed for the case of a half-obstructed pipe and two different turbulence conditions. 156 

Both the capability of the most widely applied 𝐶𝐷 models in the literature for low- and high-turbulence 157 

conditions (i.e. Schiller&Naumann, Grace, Ishii&Zuber, Tomiyama) and less applied 𝐶𝐷 models that 158 

consider the turbulence effects (i.e. Bakker, Brucato, Feng and Salibindla) were investigated. Simulated 159 

gas volume fraction, liquid velocity and gas velocity are compared against experimental data of 160 

Neumann-Kipping et al. (2020). 161 

Table 1: Summary of the drag closure models considered in the literature review. 162 

Reference Mathematical description 

Schiller&Naumann 

model 
𝐶𝐷 =  {

 
24(1 + 0.15𝑅𝑒𝐵

0.687)/𝑅𝑒𝐵          𝑅𝑒𝐵 ≤ 1000 

0.44                                                   𝑅𝑒𝐵 > 1000
 

Morsi&Alexander 

model 
𝐶𝐷 =  𝑎1 +

𝑎2

𝑅𝑒𝐵
+

𝑎3

𝑅𝑒𝐵
              𝑎1, 𝑎2, 𝑎3 =

{
 
 
 

 
 
 

0, 24, 0        0 < 𝑅𝑒𝐵 < 0.1
3.69, 22.73, 0.0903        0.1 < 𝑅𝑒𝐵 < 1

1.222, 29.1667,−3.8889        1 < 𝑅𝑒𝐵 < 10
0.6167, 46.50,−116.67        10 < 𝑅𝑒𝐵 < 100
0.3644, 98.33,−2778        100 < 𝑅𝑒𝐵 < 1000
0.357, 148.62,−47500        1000 < 𝑅𝑒𝐵 < 5000
0.46,−490.546, 578700        5000 < 𝑅𝑒𝐵 < 10000

0.5191,−1662.5, 5416700        𝑅𝑒𝐵 ≥ 10000

  

Grace model 

𝐶𝐷 = 𝑚𝑎𝑥[𝐶𝐷𝑠𝑝ℎ𝑒𝑟𝑒 ,𝑚𝑖𝑛(𝐶𝐷𝑒𝑙𝑙𝑖𝑝𝑠𝑒,, 𝐶𝐷𝑐𝑎𝑝)] 

𝐶𝐷𝑠𝑝ℎ𝑒𝑟𝑒 =

{
 
 

 
 

 
24

𝑅𝑒𝐵
                                                               𝑅𝑒𝐵 ≤ 0.01 

max (
24

𝑅𝑒𝐵
(1 + 0.15𝑅𝑒𝐵

0.687), 0.44)     0.01 > 𝑅𝑒𝐵

    𝐶𝐷𝑐𝑎𝑝 =
8

3
 ,    𝐶𝐷𝑒𝑙𝑙𝑖𝑝𝑠𝑒 =

4

3
 
𝑔𝑑𝐵

𝑈𝑡
2

(𝜌𝐿 − 𝜌𝐺)

𝜌𝐿
,    

 𝑈𝑡 =
𝜇𝐿
𝑑𝐵𝜌𝐿

𝑀𝑜−0.149(𝐽 − 0.857),      𝐽 =  {

 
0.94𝐻0.757         2 < 𝐻 ≤ 59.3 
3.42𝐻0.441               𝐻 > 59.3

, 𝐻 =
4

3
𝐸𝑜𝑀𝑜−0.149 (

𝜇𝐿
9𝑥10−4

)
−0.14

   

Ishii&Zuber model  

𝐶𝐷 = 𝑚𝑎𝑥[𝐶𝐷𝑠𝑝ℎ𝑒𝑟𝑒 ,𝑚𝑖𝑛(𝐶𝐷𝑒𝑙𝑙𝑖𝑝𝑠𝑒,, 𝐶𝐷𝑐𝑎𝑝)]   𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑎𝑙 𝑟𝑒𝑔𝑖𝑚𝑒 0 ≤ 𝑅𝑒𝐵 < 1000,    𝑒𝑙𝑙𝑖𝑝𝑠𝑒 𝑎𝑛𝑑 𝑐𝑎𝑝 𝑟𝑒𝑔𝑖𝑚𝑒 𝑅𝑒𝐵

> 1000 

𝐶𝐷𝑠𝑝ℎ𝑒𝑟𝑒 =
24

𝑅𝑒𝐵
(1 + 0.1𝑅𝑒𝐵

3 4⁄ ),     𝐶𝐷𝑒𝑙𝑙𝑖𝑝𝑠𝑒 =  
2

3
 √𝐸𝑜,     𝐶𝐷𝑐𝑎𝑝 =

8

3
 

Bakker model 𝐶𝐷 =
24

𝑅𝑒𝐵
∗ (1 + 0.15𝑅𝑒𝐵

0.687),  𝑅𝑒𝐵
∗ =

𝜌𝐿|𝒖𝐿−𝒖𝐺|𝑑𝐵

𝜇𝐿+
2

9
𝜇𝑡
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Tomiyama model 

𝐶𝐷 = 𝑚𝑎𝑥 [𝑚𝑖𝑛 (
16

𝑅𝑒𝐵
(1 + 0.15𝑅𝑒𝐵

0.687),
48

𝑅𝑒𝐵
) ,

8𝐸𝑜

3(𝐸𝑜 + 4)
] (𝑝𝑢𝑟𝑒) 

𝐶𝐷 = 𝑚𝑎𝑥 [𝑚𝑖𝑛 (
24

𝑅𝑒𝐵
(1 + 0.15𝑅𝑒𝐵

0.687),
72

𝑅𝑒𝐵
) ,

8𝐸𝑜

3(𝐸𝑜 + 4)
] (𝑚𝑜𝑑𝑒𝑟𝑎𝑡𝑒𝑙𝑦 𝑐𝑜𝑛𝑡𝑡𝑎𝑚𝑖𝑛𝑎𝑡𝑒𝑑) 

𝐶𝐷 = 𝑚𝑎𝑥 [(
24

𝑅𝑒𝐵
(1 + 0.15𝑅𝑒𝐵

0.687)) ,
8𝐸𝑜

3(𝐸𝑜 + 4)
] (𝑓𝑢𝑙𝑙𝑦 𝑐𝑜𝑛𝑡𝑎𝑚𝑖𝑛𝑎𝑡𝑒𝑑) 

Brucato model 
𝐶𝐷 − 𝐶𝐷0
𝐶𝐷0

= 6.5 × 10−6 (
𝑑𝐵
𝜆
)
3

, λ = (
𝜈3

𝜀
)

1 4⁄

𝐶𝐷0 = 𝑚𝑎𝑥 [(
24

𝑅𝑒𝐵
(1 + 0.15𝑅𝑒𝐵

0.687)) ,
8𝐸𝑜

3(𝐸𝑜 + 4)
] 

Zhang&VanderHey

den model 
𝐶𝐷 =  0.44 +

24

𝑅𝑒𝐵
+

6

1 + √𝑅𝑒𝐵
 

Lane model 
𝐶𝐷
𝐶𝐷0

= (
𝑈𝑆
𝑈𝑇
)
−2

,   
𝑈𝑆
𝑈𝑇

= 1 − 1.4 (
𝜏𝐵
𝑇𝐿
)
0.7

𝑒𝑥𝑝 (−0.6 (
𝜏𝐵
𝑇𝐿
)),   𝜏𝐵 =

𝑈𝑇
2𝑔
,    𝑇𝐿 = 0.135

𝑘

𝜀
  

Simonnet model 

𝐶𝐷 = 𝐶𝐷∞𝐸∞,      𝐶𝐷∞ =
4

3

𝜌𝐿−𝜌𝐺

𝜌𝐿
𝑔𝑑𝐵

1

𝑈𝑡
2 ,          𝑈𝑡 =

𝑢𝑏1𝑢𝑏2

√𝑢𝑏1
2+𝑢𝑏2

2
  ,       𝑢𝑏1 =

1

18

𝜌𝐿−𝜌𝐺

𝜇𝐿
𝑔𝑑𝐵

2 (
3𝜇𝐺+3𝜇𝐿

3𝜇𝐺+2𝜇𝐿
), 

 𝑢𝑏2 = √
2𝜎

(𝜌𝐿−𝜌𝐺)𝑑𝐵
+
𝑔𝑑𝐵

2
,      𝐸∞ = (1 − 𝛼𝐺) [(1 − 𝛼𝐺)

𝑚 + (4.8
𝛼𝐺

1−𝛼𝐺
)
𝑚
]
−2 𝑚⁄

,   𝑚 = 25 

Feng model 𝐶𝐷 = min [
16

𝑅𝑒𝑏
(1 + 0.15𝑅𝑒𝐵

0.687),
48

𝑅𝑒𝐵
(1 + 3𝑥10−10𝑅𝑒𝐵

3.3189)] 

Salibindla model 𝐶𝐷 = 𝑚𝑎𝑥 (
24

𝑅𝑒𝐵
(1 + 0.15𝑅𝑒𝐵

0.687),𝑚𝑖𝑛(𝑓(𝐸𝑜), 𝑓(𝐸𝑜) 𝑊𝑒1 3⁄⁄ )) ,   𝑓(𝐸𝑜) =
8𝐸𝑜

3(𝐸𝑜+4)
,𝑊𝑒 = 2.13𝜌(𝜀𝑑𝐵)

2 3⁄ 𝑑𝐵/𝜎  

163 
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2. Experimental setup 164 

Numerical results were compared against experimental data of Neumann-Kipping et al. (2020). The 165 

experiments were carried out at a vertical pipe of 4950 mm height and 54 mm inner diameter (Fig.1). A 166 

semi-circular obstacle that blocks half of the inner pipe cross-section was used to generate a vortex 167 

region. During the experiment, water was circulated upwards through the pipe and air was injected via 168 

a gas injection module from the bottom of the pipe at 4 bar and 30°C. Two test cases with different 169 

liquid velocities are considered (Table 2). 170 

 171 

Figure 1: Schematic representations of the vertical test section (left) with details of the gas injection module 172 
(bottom right) and the flow obstacle for generation of three-dimensional flow fields (top right) (Tas-Koehler et 173 

al. (2021)). 174 

Table 2: Experimental operating conditions based on combinations of liquid and gas superficial velocities. 175 

Test case j
l
 [m∙s-1] j

g
 [m∙s-1] 

072 0.4050 0.0368 

074 1.0170 0.0368 

Ultrafast X-ray computed tomography (UFXCT) was applied to obtain the local gas and liquid 176 

distribution. This technique provides detailed data on the flow structure with a high resolution in space 177 

and time. For details on the experiments and data evaluation, the interested reader is referred to 178 

Neumann-Kipping et al. (2020) and Tas-Koehler et al. (2021). 179 

3. Numerical setup 180 

In the present work, the same numerical setup as already reported in Tas-Koehler et al. (2021) was used. 181 

3D steady state simulations with an Eulerian-Eulerian two-fluid model were carried out using ANSYS 182 

CFX 19.2. The fluid domain was modelled from 1.5 m upstream to 1 m downstream of the obstacle 183 

(Fig.2a). The details of geometry and boundary conditions can be found in Tas-Koehler et al. (2021). 184 

Based on grid independence study performed by Tas-Koehler et al. (2021), the computational domain 185 

was discretized into 252,000 hexagonal elements (Fig.2b). 186 
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 187 

Figure 2: Schematic view of a) geometry and b) mesh (Tas-Koehler et al. (2021)). 188 

In the Eulerian-Eulerian two-fluid model (Yeoh & Tu (2009)) computes the phasic concentration, 189 

pressure and velocity fields by solving the continuity equation  190 

𝜕(𝛼𝑘𝜌𝑘)

𝜕𝑡
+

𝜕

𝜕𝑥𝑖
(𝛼𝑘𝜌𝑘𝒖𝑖,𝑘) = 0 (5) 

and the momentum equation 191 

𝜕

𝜕𝑡
(𝛼𝑘𝜌𝑘𝒖𝑖,𝑘) +

𝜕

𝜕𝑥𝑖
(𝛼𝑘𝜌𝑘𝒖𝑖,𝑘𝒖𝑗,𝑘)

= −𝛼𝑘
𝜕𝑝𝑘
𝜕𝑥𝑖

+
𝜕

𝜕𝑥𝑗
[𝛼𝑘(𝜏𝑖𝑗,𝑘

𝐿𝑎𝑚 + 𝜏𝑖𝑗,𝑘
𝑇𝑢𝑟𝑏)] + 𝛼𝑘𝜌𝑘𝒈𝒊 +𝑴𝑖,𝑘 , 

(6) 

here for adiabatic conditions. Thereby, k is the phase indicator, 𝛼 is the volume fraction, 𝜌 is the density, 192 

𝒖𝑖 is the velocity component in the i-th direction, 𝑝 is the pressure, 𝜏𝑖𝑗
𝐿𝑎𝑚 is the laminar stress tensor, 193 

𝜏𝑖𝑗
𝑇𝑢𝑟𝑏 is the turbulence stress tensor and 𝑴𝑖 is the source term in the i-th direction, which includes the 194 

interfacial forces i.e. drag force, lift force, wall lubrication force, turbulent dispersion force and virtual 195 

mass force. Mathematical expressions for the individual forces are to be found in Tas-Koehler et al. 196 

(2021). The focus of the current work is on the drag force. All closures for interfacial forces, Bubble-197 

Induced Turbulence (BIT) as well as breakup and coalescence models are summarized in Table 3.  198 

Table 3: Applied models in the simulations. 199 

 Term Reference 

Interfacial force Drag Schiller & Naumann (1935) 

Grace et al. (1976) 
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Ishii & Zuber (1979) 

Bakker & Vandenakker (1994) 

Tomiyama et al. (1998) 

Brucato et al. (1998) 

Feng & Bolotnov (2016) 

Salibindla et al. (2020) 

Lift Tomiyama et al. (2002) 

Turbulent dispersion Burns et al. (2004) 

Wall lubrication Hosokawa et al. (2002) 

Virtual mass Auton et al. (1988), 𝐶𝑉𝑀 = 0.5 

Turbulence Liquid Shear Stress Transport (SST), 

Menter (1994) 

 BIT Ma et al. (2017)  

Population 

balance model 

Coalescence and 

breakup 

MUSIG model, Liao et al. 

(2015) 

4. Results 200 

4.1 Performance of existing models 201 

Figure 3 shows the development of cross-section averaged gas fraction in the axial direction of the pipe 202 

and different drag coefficient models for the test case 072. Up to 𝑍 = −50 mm, the Feng model largely 203 

and the Ishii&Zuber and Salibindla models slightly underestimate the void fraction, the Bakker, the 204 

Grace, the Tomiyama, the Brucato models slightly overestimate the void fraction and the 205 

Schiller&Naumann model predicts the void fraction very well compared to experiments. The common 206 

point of these models that provide satisfied void fraction estimations i.e. the Ishii&Zuber model, the 207 

Bakker model, the Grace model, the Tomiyama model and the Brucato model is that they are based on 208 

the same equation (the model of Ishii&Zuber is slightly different) 209 

𝐶𝐷 = (
24

𝑅𝑒𝑏
(1 + 0.15𝑅𝑒𝑏

0.687)). (7) 
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 210 

Figure 3: Cross-sectional averaged void fraction along the axial direction for the test 072. 211 

The Bakker model which uses Eq.7, yet, with a different bubble Reynolds number 212 

𝑅𝑒𝑏
∗ =

𝜌𝐿|𝒖𝐿 − 𝒖𝐺|𝑑𝑏

𝜇𝐿 +
2
9 𝜇𝑡

   (8) 

considers the turbulence effect via viscosity. However, it does not improve the results compared to 213 

Schiller&Naumann, Grace, Tomiyama, Salibindla and Brucato. It implies that the effect of turbulence 214 

is negligible far upstream the obstacle. 215 

For −50 mm < 𝑍 < 0 mm, the Salibindla and Ishii&Zuber model provides the best void fraction 216 

estimations compared to the other models. As shown in Table 1, the Salibindla model takes into account 217 

turbulence-induced drag reduction via the Weber number, while the Ishii&Zuber model accounts for 218 

elliptical and cap bubble regimes in addition to the spherical one. The findings evidence that as the flow 219 

approaches the obstacle, turbulence and bubble deformation plays an increasingly important role. For 220 

the obstacle downstream, the Feng model again highly underestimates the void fraction as it does 221 

upstream the obstacle. The Bakker model estimates the void fraction between 0 < 𝑍 < 100 mm 2.5 222 

times higher compared to the experiments. 223 

For 0 < 𝑍 < 200 mm, the Tomiyama, the Grace, the Schiller&Naumann and Brucato models 224 

overestimate the void fraction. However, the Brucato model predicts void fraction peak around  𝑍 =225 

100 mm well. The Ishii&Zuber and Salibindla models provide the best void fraction prediction here. 226 

For 200 mm < 𝑍 < 400 mm, the Ishii&Zuber and Salibindla models still predict the void fraction well 227 

while the difference between these two and Tomiyama, Grace, Schiller&Naumann models reduces as Z 228 
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increases. After 𝑍 = 300 mm, all these five models predict the void fraction well compared to 229 

experiments, which is similar to the results in the far-upstream section. The analysis gives evidence that 230 

the modelling performance is significantly affected by the obstacle. Nevertheless, for the test case 072 231 

with a superficial liquid velocity of 0.4050 m/s, the Ishii&Zuber and Salibindla is capable of reproducing 232 

the average void fraction along the whole flow path, which was also confirmed by the previous study 233 

Tas-Koehler et al. (2021). 234 

Figure 4 shows the local distribution of void fraction obtained with the different drag models. In line 235 

with Figure 3, the Ishii&Zuber, the Salibindla and Brucato models calculate the void fraction distribution 236 

well upstream the obstacle. Downstream, the experiment shows a strong gas accumulation (around 16% 237 

void fraction) directly behind the obstacle. The Grace, the Schiller&Naumann, the Tomiyama, the 238 

Bakker and Feng models predict around 20% higher in this region. For the Ishii&Zuber and Salibindla 239 

models, the prediction is better. The Brucato model predicts the distribution of the void fraction well. 240 

Yet, it cannot qualitatively capture the high amount of void fraction that is between 0 <  𝑍 < 200 mm. 241 

 242 

Figure 4: Void fraction for the test 072. 243 

As can be seen from Figures 3 and 4, the Ishii&Zuber and Salibindla models provide similar results, 244 

which are satisfying compared to experiments both up- and downstream the obstacle. The Brucato model 245 

predicts the upstream well, yet, there is a difference downstream. Although the Brucato model has the 246 

capability to capture the location of the void fraction peak that is around 𝑍 =  100 mm, it overestimates 247 

the averaged void fraction near and downstream the obstacle.  248 

Figure 5 shows streamlines of the gas velocity for −200 mm <  𝑍 < 200 mm. Unlike the Ishii&Zuber 249 

and Salibindla, the Brucato model is able to predict a small vortex region upstream that leads to a very 250 

small near-wall maximum void fraction region underneath the obstacle. For the obstacle downstream, a 251 

vortex region appears after the obstacle. The bubbles are captured by this vortex resulting in a high void 252 

fraction here. However, the point is that the shape of the vortex region changes with the drag coefficient 253 

model. The Ishii&Zuber model predicts a more remarkable vortex region compared to Salibindla, which 254 

causes higher void accumulation. The Brucato model predicts a relatively large vortex region compared 255 

to other models. This relatively large vortex region causes a better fit of the void distribution as can be 256 

seen in Figure 4. 257 
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 258 

Figure 5: Streamlines for three different drag models: Ishii&Zuber, Salibindla and Brucato for the test 072. 259 

Figure 6 presents the eddy dissipation predictions of Ishii&Zuber, Salibindla and Brucato models. In all 260 

three models, the eddy dissipation difference between up- and downstream is obvious: eddy dissipation 261 

remarkably increases at downstream the obstacle due to the vortex structure. Referring to Table 1, the 262 

common point of the Brucato and Salibindla models is that both models are the modified version of the 263 

Tomiyama model (fully contaminated) considering eddy dissipation. While the Tomiyama model 264 

overestimates the void fraction in −200 mm < 𝑍 < 200 mm, the good predictions of the Brucato and 265 

Salibindla models show that it is necessary to consider the eddy dissipation impact on the drag model 266 

when it exceeds a certain value. According to both models, the drag coefficient may increase with the 267 

dissipation rate.   268 

 269 

 270 

 271 



13 

 

 272 

Figure 6: Turbulence eddy dissipation for three different drag models: Ishii&Zuber, Salibindla and Brucato for 273 
the test 072. 274 

Now we look at test case 074 with higher liquid velocity. Here, the simulations were very unstable for 275 

the Bakker and Feng models. Thus, convergence was not achieved for these two models. Figure 7 shows 276 

averaged void fraction along the axial direction. Upstream the obstacle, all the drag models, i.e. Brucato, 277 

Grace, Ishii&Zuber, Salibindla, Schiller&Naumann and Tomiyama, slightly underestimate the void 278 

fraction compared to experiments, whereby the Brucato model provides the best void prediction. In the 279 

region just before the obstacle, the Grace model, the Ishii&Zuber model, the Salibindla model and the 280 

Tomiyama model predict the void fraction slightly better. Downstream the obstacle, all the drag models 281 

except Brucato highly overestimate the void fraction compared to the experiments. This overestimation 282 

can also be seen in Figure 8. Only the Brucato model provides satisfying void fraction results 283 

downstream the obstacle. This can be explained with reference to Figure 9. In line with Figure 6, the 284 

eddy dissipation increases at downstream the obstacle. However, it also largely increases for test case 285 

074 compared to case 072. Thus, it is even more necessary to consider the impact of turbulence for the 286 

drag model. 287 
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 288 

Figure 7: Cross-sectional averaged void fraction along the axial direction for the test 074. 289 

 290 

Figure 8: Void fraction for the test 074. 291 
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 292 

Figure 9: Turbulence eddy dissipation for Brucato model for test 074. 293 

 294 

4.2 A hybrid drag model 295 

As a conclusion it can be stated that in the presence of vortex region, i.e. a sudden change of eddy 296 

dissipation in the flow field, the Ishii&Zuber model prediction can be improved by taking into account 297 

the impact of turbulence effects on the drag model. Thus, a new hybrid model is proposed. According 298 

to this hybrid model, the Ishii&Zuber model is used up to a certain eddy dissipation limit 𝜀𝐿. When the 299 

eddy dissipation value exceeds this limit, the simulation switches to the Brucato model. That is 300 

𝐶𝐷 =  𝐼𝑠ℎ𝑖𝑖&𝑍𝑢𝑏𝑒𝑟   𝜀 <  𝜀𝐿   𝑎𝑛𝑑  𝐵𝑟𝑢𝑐𝑎𝑡𝑜 𝑒𝑙𝑠𝑒. (9) 

 301 

As a first step, this threshold value was taken as 𝜀𝐿 =  1.8 [𝑚
2𝑠−3] considering on the eddy dissipation 302 

distribution that is shown in Figure 6. Figure 10 presents the comparison of the Ishii&Zuber model, the 303 

Brucato model and the hybrid model for the test case 072. As shown in the figure, the hybrid model 304 

improves the void fraction prediction between around 50 mm <  𝑍 < 200 mm where relatively high 305 

eddy dissipation compared to upstream is observed. After the hybrid model was found to improve the 306 

simulations, different threshold values were simulated to obtain the best agreement with the 307 

measurements. Figure 11 presents the void fraction profiles for selected different threshold values i.e. 308 

𝜀𝐿 = 0.5 , 𝜀 = 1.0 , 𝜀𝐿 = 1.5 , 𝜀𝐿 = 1.8  and 𝜀𝐿 =  2.0 [𝑚
2𝑠−3]. Upstream the obstacle, all the threshold 309 

values provide the same void fraction predictions since the eddy dissipation value is very low. 310 

Downstream the obstacle, the threshold value that best matches the experiments is the 𝜀𝐿 =311 

 1.5 [𝑚2𝑠−3]. Thus, 𝜀𝐿 =  1.5 [𝑚
2𝑠−3] was used for the rest of the study. 312 

 313 

 314 
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 315 

Figure 10: Comparison of cross-sectional averaged void fraction along the axial direction for Ishii&Zuber, 316 
Brucato and hybrid model for the test 072. 317 

Figure 12 shows radial void distributions for Ishii&Zuber, Brucato and the hybrid model at different 318 

cross-sections for the test case 072. For 𝑍 = −200 mm, the Brucato model gives a slightly different 319 

void prediction compared to Ishii&Zuber and hybrid model, which provide the same results. For 𝑍 =320 

−11 mm (just before the obstacle), Brucato underestimates and overestimates the void fraction for the 321 

right and left side of the pipe respectively whereas Ishii&Zuber and hybrid models predict well. For 𝑍 =322 

50 mm (where the vortex structure starts to occur), Ishii&Zuber and hybrid models slightly overestimate 323 

the void fraction up to 𝑋 = −10 mm while the Brucato model slightly underestimates it. The hybrid 324 

model improves the void fraction prediction between −10 mm <  𝑋 < 2 mm. After X= 2 mm, 325 

Ishii&Zuber and hybrid models provide different void estimations, which are unsatisfactory. The 326 

Brucato model generally underestimates the void fraction except in the area −5 mm < 𝑋 < −10 mm. 327 

For 𝑍 = 100 mm, 𝑍 = 200 mm and 𝑍 = 400 mm, the Ishii&Zuber and hybrid models predict 328 

approximately the same void fraction, and the Brucato model does not provide better results than these 329 

two models.  330 
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 331 

Figure 11: Comparison of cross-sectional averaged void fraction for different eddy dissipation limits for the test 332 
072. 333 

 334 

Figure 12: Radial void fraction distribution for Ishii&Zuber, Brucato and hybrid model for different axial 335 
positions for the test 072. 336 

 337 
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 338 

Figure 13: Cross-sectional averaged liquid velocity for the test 072. 339 

Figure 13 shows the averaged liquid velocity along the axial direction for the test case 072. As can be 340 

seen from the figure, all the drag models underestimate the velocity compared to the experiments at all 341 

Z positions. The Brucato model provides a slightly better liquid velocity prediction. Yet, the difference 342 

is very small. The averaged axial gas velocity is shown in Figure 14. The Ishii&Zuber and hybrid models 343 

predict the gas velocity better than the Brucato model.  344 
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 345 

Figure 14: Cross-sectional averaged gas velocity for the test 072. 346 

Considering the test case 074, Figure 15 shows the comparison of averaged void fraction for the Brucato 347 

and hybrid models. Although the Brucato model predicts the void fraction except in −50 mm <  𝑋 <348 

150 mm slightly better compared to the hybrid model, the hybrid model improves the prediction 349 

compared to Brucato in this region. 350 
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 351 

Figure 15: Comparison of cross-sectional averaged void fraction along the axial direction for Ishii&Zuber, 352 
Brucato and hybrid model for test 074. 353 

The radial void distribution for the Brucato and hybrid model is shown in Figure 16. For 𝑍 = −200 mm, 354 

the Brucato model predicts the void fraction well except in 5 mm < 𝑋 < 20 mm while the hybrid model 355 

predicts well near the wall. For 𝑍 = −11 mm, the Brucato model generally predicts the void distribution 356 

better. For 𝑍 = 50 mm, the Brucato model estimations agree better with the experiments here while the 357 

hybrid model largely overestimates the void fraction on the right hand side of the pipe. For 𝑍 =358 

100 mm, the hybrid model provides a better prediction between 0 <  𝑋 < 20 mm whereas the Brucato 359 

model provides a better prediction between −20 mm <  𝑋 < −5 mm. For 𝑍 = 200 mm and 360 

𝑍 =  400 mm, the hybrid and Brucato models provide similar void fraction distributions. For 𝑍 =361 

200 mm, they overestimate the void fraction between −27 mm <  𝑋 < 0 whereas they underestimate 362 

it between 0 <  𝑋 < 20 mm. For 𝑍 =  400 mm, they underestimate the void fraction between 363 

−20 mm <  𝑋 < 20 mm (except between −10 mm <  𝑋 < 0 for the hybrid model).  364 
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 365 

Figure 16: Radial void fraction distribution for Brucato and hybrid model for different axial positions for the test 366 
074. 367 

Figure 17 and 18 show the averaged liquid and gas velocities for the test 074 respectively. As it can be 368 

seen in Figure 17, all models provide approximately the same liquid velocity prediction. Whereas the 369 

prediction agrees well with the experiments at downstream the obstacle, it is underestimated up to 370 

𝑍 =  200 mm. The liquid velocity changes in the vortex region cannot be accurately estimated 371 

independent of the drag model by simulations. As shown in Figure 18, the hybrid model predicts the gas 372 

velocity well compared to the experiments downstream the obstacle. However, the Brucato model 373 

moderately underestimates it here. As for the liquid velocity, both models cannot capture the velocity 374 

changes at the obstacle downstream adequately. 375 
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 376 

Figure 17: Cross-sectional averaged liquid velocity for the test 074. 377 

 378 
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 379 

Figure 18: Cross-sectional averaged gas velocity for the test 074. 380 

 381 

5. Conclusions 382 

In this study, we examined the capability of different drag models for disperse gas-liquid flow at two 383 

different turbulence conditions for the case of an obstacle in a pipe that produces a pronounced vortex 384 

region. The Feng model underestimates the void fraction compared to the experiments for the low-385 

velocity case for both the upstream (lower turbulence) and downstream (higher turbulence-vortex) 386 

region of the obstacle. This is attributed to the fact that this model is purely based on the Tomiyama 387 

model which holds for pure liquid (without contamination) systems. In addition, the simulations with 388 

the Feng model for the high-velocity case were highly unstable and no results could be obtained. The 389 

Bakker model moderately overestimates the void fraction compared to the experiments upstream of the 390 

obstacle for the low-velocity case. However, it extremely overestimates the void fraction downstream 391 

of the obstacle, especially in the vortex region. One reason may be that the bubble Reynolds number in 392 

the Bakker model has been formulated differently than other models. The coefficient used for the 393 

turbulent viscosity may not be applicable in the case of high turbulence.  394 

For the low-velocity and high-velocity cases, the Grace model, the Tomiyama model, the Ishii&Zuber 395 

model, the Schiller&Naumann model, the Salibindla model and the Brucato model predict the void 396 

fraction well. It is attributed to the fact that neither turbulence nor bubble deformation are significant 397 

here. Thus, these models provide good void fraction predictions independent of whether or not the 398 

turbulence and/or bubble deformation effects are taken into account. However, the difference between 399 

low- and high-velocity cases appears downstream of the obstacle in the vortex region. For the low-400 

velocity case, the Schiller&Naumann model, the Tomiyama model and the Grace model highly 401 
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overestimate the void fraction. The Ishii&Zuber model, which uses a slightly different definition 402 

compared to Eq. 7 and the Salibindla model that includes a turbulence eddy dissipation correction, 403 

provide the best void prediction here. Yet, the Brucato model is the only model that captures the void 404 

peak. For the high-velocity case, all the models largely overestimate the void fraction, except the Brucato 405 

model. Based on these findings, we concluded that in the presence of a vortex region with high eddy 406 

dissipation changes, the drag model that considers the only bubble deformation is not sufficient. 407 

Furthermore, the turbulence effect should be accounted for when the eddy dissipation exceeds a limit 408 

value of (𝜀𝐿 =  1.5 m
2 s−3). Consequently, we propose a hybrid drag model depending on the eddy 409 

dissipation limit, which improves the void fraction prediction. 410 

We found that liquid and gas velocities are generally underpredicted for the low-velocity case compared 411 

to the experimental data. However, the Brucato model provides less accurate gas velocity prediction 412 

compared to the Ishii&Zuber and hybrid models. For the high-velocity case, where the Brucato and 413 

hybrid models provide similar liquid velocity estimations upstream, the hybrid model predicts better the 414 

gas velocity. Both models generally underestimate the gas and liquid velocities downstream. 415 

As consequence, the influence of turbulence on the bubbles through the drag coefficient closure 416 

improved the void fraction predictions, especially for high turbulent flow. Thus, it can be concluded that 417 

the effects of turbulent eddies on drag force are needed to be considered for CFD modelling. Another 418 

point is that it is still necessary to improve the gas and liquid velocity predictions, especially for 419 

downstream. The explanation of gas and liquid velocity underestimation may be due to insufficient 420 

turbulence modelling. Instead of using a two-equation model, using an advanced turbulence model like 421 

the Reynolds Stress Model may improve the velocity predictions in the vortex region. 422 
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