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#### Abstract

We studied the local gas phase hydrodynamics within a lab-scale bubble column operated in the mono-dispersed homogenous bubbly flow regime for two different material systems, namely deionized water and NaOH solution of different concentration. We determined gas holdup distribution, bubble sizes and average axial bubble velocities for up to $18 \%$ total gas holdup using ultrafast X-ray computed tomography (UFXCT). Radial gas holdup profiles show wall peaking, which is attributed to the mono-dispersed bubbly flow regime generated by the fine-pore gas sparger used in this study. Experiments with NaOH solution show similar global gas holdup but differ significantly in local gas holdup and bubble size. The Sauter mean diameter was found to decrease with increasing concentration of NaOH , whereby the rate of decrease increases with increasing gas flow rate.
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## Nomenclature

| Roman symbols |  |  |
| :--- | :--- | :--- |
| $B$ | retarded van der Waals coefficient |  |
| $C_{\mathrm{NaOH}}$ | Concentration of NaOH solution | $\mathrm{J} \cdot \mathrm{m}$ |
| $c_{\text {trans }}$ | Transition concentration for electrolytes | $\mathrm{mol} \cdot \mathrm{l}^{-1}$ |
| $c$ | Concentration | $\mathrm{mol} \cdot \mathrm{l}^{-1}$ |
| $D$ | Column diameter | $\mathrm{mol} \cdot \mathrm{l}^{-1}$ |
| $d_{\mathrm{B}, \text { eq }}$ | Equivalent bubble diameter | m |
| $d_{\mathrm{s}}$ | Sauter mean diameter | m |
| $d_{0}$ | Hole diameter of gas sparger | m |
| $f_{B}$ | bubble frequency | m |
| $H_{\text {col }}$ | Height of the column | $\mathrm{s}^{-1}$ |
| $H_{\text {liq }}$ | Clear liquid height | m |
| $j_{G}$ | Superficial gas velocity | m |
| $L$ | Distance from sparger to measurement height | $\mathrm{m} \cdot \mathrm{s}^{-1}$ |
| $n$ | Number of bubbles | m |
| $r / R$ | Dimensionless Radis | - |
| $r_{\mathrm{B}}$ | Radius of the bubble | m |
| $R_{\mathrm{g}}$ | Gas constant | $\mathrm{J} \cdot \mathrm{mol} \mathrm{m}^{-1} \cdot \mathrm{~K}^{-1}$ |
| $t$ | Time | s |
| $T$ | Temperature | K |
| $u_{\text {swarm }}$ | Swarm velocity | $\mathrm{m} \cdot \mathrm{s}^{-1}$ |
| $u_{\mathrm{z}}$ | Average axial gas phase velocity | $\mathrm{m} \cdot \mathrm{s}^{-1}$ |
| $\dot{V}_{\text {needle }}$ | Flow rate per needle | $\mathrm{m} \cdot \mathrm{s}^{-1}$ |
| $V_{\mathrm{B}}$ | Volume of the bubble | m |
| $\Delta z$ | Axial distance of UFXCT measurement planes | m |
|  |  |  |

## Greek symbols

$\mu \quad$ Attenuation coefficient
$\varepsilon \quad$ Gas holdup
$\sigma \quad$ Surface tension
$\rho \quad$ Density
$v \quad$ Number of ions

## 1 Introduction

One of the most commonly used reactor types for gas-liquid reactions in the chemical industry are bubble columns. They are being used when high interfacial area and intense mixing of the liquid phase is important. While their basic design is simple the two-phase flow inside is very complex and hence there are many open questions about the coupling of bubble properties, turbulence, mixing and mass transfer with yield and selectivity of such reactors [1]. Two main types of flow regimes are encountered in bubble column reactors. The homogenous regime exhibits a narrow and uniform bubble size distribution. For air-water systems it occurs at bubble diameters of 2-10 mm if the superficial gas velocity is below $j_{G}=5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ [2]. The breakup and coalescence rates in this regime are low, which results in a uniform bubble size distribution and low back-mixing in the column. At higher gas velocities, the heterogeneous regime can be observed. Here, coalescence and breakup lead to a wider distribution of bubble sizes. Large bubbles appear, which rise with high velocity in the column center while small bubbles accumulate in the wake of large bubbles and in the wall region of the column, where they are entrained due to the liquid back mixing [3]. With regard to the bubble size distribution, the homogenous flow regime can be further subdivided into the mono-dispersed homogenous flow regime and the pseudo-homogenous flow regime [4]. The latter is characterized by a flat or concave shape of radial gas holdup profile and appears predominantly when coarse gas spargers with hole diameters $d_{0}>1 \mathrm{~mm}$ are used. In the mono-disperse homogenous regime, that is produced by fine spargers with $d_{0}<1 \mathrm{~mm}$, gas accumulations near the wall can be found [5-7]. This wall peaking is attributed to the change of sign of lift force for small bubbles (e.g. $d_{B}<5.8 \mathrm{~mm}$ for air-water system [8]), resulting in a net movement of bubbles towards the wall.

Fluid properties have significant influence on the hydrodynamics in gas-liquid systems, especially on the bubble formation, coalescence and break up rates, and thus on the bubble size distribution and gas holdup $[9,10]$. Gas-liquid systems with electrolyte solutions exhibit an increase of gas holdup compared to air-water systems [11-14]. This is caused by a reduction of coalescence rate while the
break-up rate does not change, which results in a shift of the bubble size distribution towards smaller bubbles [15]. Sujan et al. explained the coalescence inhibition by the increase of the surface elasticity of the gas-liquid interface, which is proportional to the surface tension gradient for single electrolytes and in that way increases the stabilization time of the liquid film [16]. Following the change of bubble size distribution, the homogenous regime is stabilized by the presence of electrolytes and thus the transition from homogenous to heterogeneous regime is shifted towards higher superficial gas velocities [17]. However, a general model for the impact of electrolyte type and concentration does not exist as the involved physical chemistry is complex [13]. Independent of the type of electrolyte a non-linear relation between the gas holdup and electrolyte concentration has been observed. Thus, the impact of the electrolyte is larger at low concentrations, reduces with increasing concentration and eventually vanishes $[13,14]$. This is encountered by defining a transition concentration $c_{\text {trans }}$, the concentration of an electrolyte above which coalescence suppression is drastically reduced. Therefore, according to Prince and Blanch, a coalescent regime $\left(c / c_{\text {trans }} \leq 1\right)$ and a non-coalescent regime $\left(c / c_{\text {trans }}\right.$ > 1) can be defined [18] in dependence of the ratio

$$
\begin{equation*}
\frac{c}{c_{\text {trans }}}=1.18 v\left(\frac{B \sigma}{r_{\mathrm{b}}}\right)^{0.5} R_{\mathrm{g}} T\left(\frac{\partial \sigma}{\partial c}\right)^{-2} \tag{1}
\end{equation*}
$$

Here, B is the retarded van der Waals coefficient, $v$ the number of ions formed upon dissociation, $r_{\mathrm{b}}$ the radius of the bubble, $R_{\mathrm{g}}$ the gas constant, $T$ the temperature, $\sigma$ the surface tension and $\partial \sigma / \partial \mathrm{c}$ the surface tension gradient with concentration [19]. A survey about investigations of the influence of several electrolytes on the bubble column hydrodynamics can be found here [14]. To our knowledge hydrodynamic studies using NaOH solutions are very limited, despite many experimental [20-22] or numerical [23-26] studies on the chemical absorption of carbon dioxide. As an example, Keitel and Onken experimentally determined bubble sizes in NaOH solution and found a decrease of bubble size with increasing ionic strength [15].

The objective of the present study is to investigate the local gas phase hydrodynamics in monodisperse homogenous bubbly flow for different material systems. For this purpose, experiments with a fine-pore sparger in deionized water and sodium hydroxide solution of different concentrations were
carried out. Radially resolved gas holdup data, bubble size distributions and axial average bubble velocities were measured and analyzed for the different experimental conditions.

## 2 Materials and methods

### 2.1 Experimental set up and conditions

## Experimental setup

The experimental set up consists of a cylindrical bubble column with 100 mm inner diameter and 2000 mm height. Experiments were carried out using two different designs of a capillary gas distributor. Type A contains a gas chamber and a maximum number of 84 capillaries, having an inner diameter of 0.57 mm each. Type $B$ has a branched structure of tubes for gas feeding and a fixed number of 31 capillaries, each with an inner diameter of 0.22 mm . Both the setup and the gas distributors are schematically depicted in Figure 1a. Experiments were carried out with different fluid properties: I) deionized water and nitrogen and II) NaOH solution of various concentrations and nitrogen. The flow rate of the gas was controlled by a mass flow controller (OMEGA FMA-2609A). The clear liquid height of the column is 1400 mm . All experiments were performed at ambient temperature and pressure conditions.


Figure 1: a) Schematic and b) photography of the bubble column in the X-ray scanner.
Measurements were performed at two heights, $L / D=1$ and $L / D=7$. The superficial velocity of the gas is varied between 0.5 and $2.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ in steps of $0.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ for Type A sparger. For Type B sparger an extended range of superficial gas velocities from $0.2-3.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ was examined. For Type B sparger also experiments with sodium hydroxide solution of different concentrations $c_{\mathrm{NaOH}}=3.2,10$ and 32 $\mathrm{mmol} \cdot \mathrm{l}^{-1}$ (corresponding to pH values of $11.5,12.0$ and 12.5 ) have been conducted. Here, experiments were carried out for superficial gas velocities $j_{G}=0.5,1.0,1.5,2.0,2.5,3.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$. For the intermediate concentration of $c_{\mathrm{NaOH}}=10 \mathrm{mmol} \cdot \cdot^{-1}$ a reduced matrix was used, that is, the superficial gas velocity has been increased in steps of $1.0 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$. Detailed information on the design of the gas spargers can be found in Table 1. For Type A sparger, the number of capillaries was increased with gas flow rate, to achieve similar flow rates for each single needle independent of the overall flow rate and thus generate similar bubble sizes for the entire set of experiments. Contrary, for Type $B$ the number of capillaries was kept constant for all experiments and thus, the flow rate per needle increases linearly with the superficial gas velocity.

Table 1: Overview of the number and arrangement of the needles for the different operating regimes for both sparger types.

| Type | A | A | A | A | B |
| :---: | :---: | :---: | :---: | :---: | :---: |
| no. of needles | 13 | 19 | 42 | 84 | 31 |
| Position of needles |  |  |  |  |  |
| $j_{G} / \mathrm{cm} \cdot \mathrm{s}^{-1}$ | 0.50 | 1.0 | 1.5 | 2.0-2.5 | 0.2-3.5 |
| $\dot{V}_{\text {needle }} / \mathrm{l} \cdot \mathrm{min}^{-1}$ | 0.18 | 0.25 | 0.17 | 0.11-0.14 | 0.03-0.53 |

## Ultrafast X-ray tomography

Though today there is a variety of measurement techniques available for bubbly flows [27], most of them are intrusive and have limited spatial or temporal resolution. Ultrafast electron beam X-ray computed tomography (UFXCT), that has been developed most recently, is a non-invasive measurement technique that allows multiphase flow imaging with high spatial and temporal resolution [28]. It provides cross-sectional images of the flow, more precisely, of the local fluid density. Hence, it is very well suited for gas-liquid flows. It has been already used for studies on bubble columns with [29] and without internals [29-31], structured packings [33], two-phase flow in pipes [34], solid foams [35] and monoliths [36] but also fluidized beds [37],[38]. The UFXCT scanner is shown in Figure 1b. It consists of a beam gun that generates an electron beam, which is focused on a tungsten target. By electromagnetic deflection of the beam with a high frequency, a moving X-ray source is formed, that is guided along two circular source paths with small axial pitch [39-41]. The radiation is attenuated by the object of interest and recorded by two detector rings. This projection data is then reconstructed using the method of filtered back projection. The experiments presented here were performed with a scanning frequency of 1000 images per second and a spatial resolution of about 1 mm .

## Post processing of X-ray image data

The reconstructed data sets are stacks of cross-sectional images of size $180 \times 180$ pixels and the X-ray attenuation coefficient $\mu_{\mathrm{i}, \mathrm{j}, \mathrm{k}}$ as values. Each voxel is described by the spatial coordinates $i$ and $j$, and $k$ indicates the sampling time. Together with known attenuation coefficients of the empty column $\mu^{\text {empty }}$ and the full column $\mu^{\text {full }}$ respectively we calculate the holdup $\varepsilon$ as

$$
\begin{equation*}
\varepsilon_{\mathrm{i}, \mathrm{j}, \mathrm{k}}=\frac{\mu_{\mathrm{i}, \mathrm{l}}^{\mathrm{full}}-\mu_{\mathrm{i}, \mathrm{j}, \mathrm{k}}}{\mu_{\mathrm{i}, \mathrm{j}}^{\mathrm{full}}-\mu_{\mathrm{i}, \mathrm{j}}^{\mathrm{emty}}} . \tag{2}
\end{equation*}
$$

In a next step we need to reconvert the time scale encoded in the index $k$ into a length. For that, we need the gas velocity. A simple approach is to compute an average swarm velocity [42]

$$
\begin{equation*}
u_{\text {swarm }}=\frac{j_{\mathrm{G}}}{\varepsilon} \tag{3}
\end{equation*}
$$

However, the drawback of using the empirical swarm velocity is that an average velocity is assigned for each bubble, regardless of its location in the column or local differences of the velocity. Thus, the sizes of fast rising bubbles are underestimated and those of slow rising bubbles are overestimated. To improve the reliability of the data, the average axial gas phase velocity is calculated by applying a crosscorrelation function to every pixel of the simultaneously measured gas holdup values of both UFXCT scanning planes. It is important to note, that the evaluation of the velocities was carried out with a plane distance of $\Delta z=11 \mathrm{~mm}$. The cross-section is divided into ten rings of equal area and the velocity in each ring is determined by spatial averaging. Following the center of each bubble is determined and the corresponding velocity is assigned. Due to this, radial deviations of the global gas phase velocity are considered.

In a third step we apply a binarization and segmentation algorithm (Banowski et al., [43]) that extracts voxel clusters of single bubbles from the data stack. From this, we determine the location and volume $V_{\mathrm{B}}$ of each bubble and the bubble equivalent diameter

$$
\begin{equation*}
d_{\mathrm{B}, \mathrm{eq}}=\sqrt[3]{\frac{6}{\pi} V_{\mathrm{B}}} . \tag{4}
\end{equation*}
$$

Eventually, we determine the average Sauter diameter over all $N$ bubbles

$$
\begin{equation*}
d_{\mathrm{S}}=\frac{\sum n_{i} d_{B, e q}{ }^{3}}{\sum n_{i} d_{B, e q}{ }^{2}} . \tag{5}
\end{equation*}
$$

## 3 Results and discussion

### 3.1 Influence of the sparger design

### 3.1.1 Holdup distribution at $L / D=1$

In Figure 2 the cross sectional images of the gas holdup distribution for the cross-section at $L / D=1$ are depicted for both types of spargers together with the superficial gas velocities. The images proves that the gas feeding of both gas spargers is uniform over the cross-section.


Figure 2: Cross-sectional images of time averaged gas holdup distribution for both sparger types at $L / D=1$.
Detailed information about the hydrodynamics are depicted in Figure 3. In Figure 3a the size distribution of the bubbles is shown as volumetric distribution. Thus, for each bubble size class the volume occupied by the respective bubbles is computed and scaled by the total gas volume. Therefore, the area under the curve presents the overall gas holdup. The bubble size distribution at $L / D=1$ is considered as the "initial bubble size distribution". Figure 3a shows a comparison of this bubble size distribution for both sparger types. For Type A sparger the average bubble size is $d_{B}=5-6 \mathrm{~mm}$ while it is $d_{B}=4-5 \mathrm{~mm}$ for Type $B$ sparger. This results from the smaller inner diameter of the capillaries of
sparger B. For Type B sparger, the bubble size distribution is slightly shifted towards larger bubbles with increasing superficial velocity, since the flow rate per needle increases linearly with the superficial gas velocity. In contrast, for the Type A sparger, the number of needles is increasing with increasing flow rate, giving similar flow rates per needle for the range of superficial gas velocities, resulting in similar bubble sizes for the different cases. Thus, the bubble size distribution is not shifted towards larger bubbles with increasing superficial velocity. For $j_{G}=2.0-2.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ the peak of the size distribution is similar for both types, although Type A sparger shows a higher portion of larger bubbles. However, both spargers show a narrow distribution, indicating a uniform bubble size and thus homogenous bubbly flow. Figure 3b shows the radial gas holdup profile, which has been determined, corresponding to gas phase velocities for bubble size determination, by dividing the cross section into 10 rings of equal area and then averaging the gas holdup in time in each ring, respectively. The radial gas holdup profile shows a uniform distribution of the gas over the cross section of the column. Wall peaking behavior is observed for Type B sparger, which becomes more significant with increasing flow rate of the gas. Also for Type A sparger this behavior is observed for $j_{G}=2.0-2.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$.


Figure 3: a) Bubble size distribution and b) radial gas holdup profiles at L/D=1 for both sparger types.

### 3.1.2 Analysis of bubble size distribution and gas holdup in the fully developed bubbly flow region at $L / D=7$

The following results are for the dimensionless measurement height $L / D=7$. Here, the flow is assumed to be fully developed, which is known to be the case for $L / D>5$ for this column diameter und operating conditions [3], [44]. Figure 4 shows the overall gas holdup for both sparger types as function of the gas superficial velocity. The global gas holdup is similar for both types of sparger and increases linearly with increasing gas superficial velocity. However, for $j_{6}=0.5-1.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ the overall gas holdup of sparger A is smaller and contrary for $j_{6}=2.0-2.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ the overall gas holdup is larger as compared to sparger B. Sparger B produces smaller bubbles at $j_{G}=0.5-1.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$, having a lower rise velocity and thus leading to an increase in the total gas holdup. For higher superficial gas velocities, the bubble size distributions are similar, which results in similar total gas holdup, too. The time averaged cross-sectional distribution of the gas is depicted as cross-sectional images in Figure 4. From these images a uniform distribution of the time-averaged gas holdup over the cross-section can be concluded, which is a further evidence of homogenous flow and is important for the evaluation of radial gas profiles, where axial symmetry of the flow is assumed.


Figure 4: Overall gas holdup as function of superficial gas velocity and images of the time-averaged cross-sectional gas holdup distribution for both sparger types (lower: sparger B, upper: sparger A).

The bubble size distributions for $L / D=7$ (Figure 5a) are similar to those at $L / D=1$. The radial gas holdup distribution (Figure 5b) indicates differences in the cross-sectional distribution of the gas for both sparger types at similar superficial velocities, which corresponds to the observations at $L / D=1$. For $j_{G}=0.5-1.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ the sparger A creates a peak of the gas holdup in the center of the column and while the gas holdup towards the wall region decreases. Contrarily, the gas holdup distribution generated by sparger B shows a uniform distribution of the gas in most of the cross-section and a maximum of the gas holdup at a distance of 5 mm from the wall of the column. However, for all experiments a minimum of the gas holdup can be found at the wall of the column, which is due to a force driving bubbles away from the wall. For $j_{G}=2.0-2.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ the profiles of both spargers are similar and show the behavior, which was described for the sparger B, i.e. a wall peaking behavior. For those cases, also the bubble size distribution is similar, which gives evidence of the strong dependence of bubble size distribution on the radial gas holdup profile. The wall peaking behavior has been also reported by other authors using similar types of gas sparger with hole diameters $\mathrm{d}_{0}<1 \mathrm{~mm}[5,6,45]$. The wall peaking can be explained by the production of smaller bubbles, for which the sign of lift force changes which leads to movement of the bubbles towards the wall region of the column and consequently an increase of gas holdup in this region [8]. For sparger $B$, with further increase of the superficial gas velocity to $j_{G}=3.5$
$\mathrm{cm} \cdot \mathrm{s}^{-1}$ the shape of the radial profiles changes and the wall peak disappears. Here larger bubble are produced that tend to migrate to the column center.


Figure 5: a) Bubble size distribution and b) radial gas holdup distribution for both sparger types at $L / D=7$.
In Figure 6 the Sauter mean diameter is depicted as function of the overall gas holdup for both sparger types, respectively. For sparger A, the Sauter mean diameter is increasing with increasing gas holdup. However, for $\varepsilon=0.04$ (corresponding to $j_{G}=1.0 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ ) the Sauter mean diameter is significantly larger, which is in accordance with the higher flow rate of the gas per needle in this case. For sparger $B$, the Sauter mean diameter is increasing with increasing gas holdup. Furthermore, the increase of the Sauter mean diameter is linear up to a gas holdup of 0.04. Then, the increase of the Sauter mean diameter with gas holdup becomes less, which is in accordance to the findings in the literature $[46,47]$. The Sauter mean diameter for sparger A is significantly higher in comparison to sparger B. Consequently, also the bubble frequency, which is given in Table 2, is lower in this case.


Figure 6: Sauter mean diameter as function of the gas holdup for both sparger types.
The global hydrodynamic data (gas holdup, bubble frequency and Sauter mean diameter) for both sparger types are summarized in Table 2.

Table 2: Global hydrodynamic data (i.e. gas holdup, bubble frequency and Sauter mean diameter) for the two sparger types.

| Height | $\mathrm{j}_{\mathrm{G}} / \mathrm{cm} \cdot \mathrm{s}^{-1}$ | $\varepsilon /-$ |  | $\mathrm{f}_{\mathrm{B}} / \mathrm{s}^{-1}$ |  | ds/ mm |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Type A | Type B | Type A | Type B | Type A | Type B |
| L/D = 1 | 0.50 | 0.02 | 0.03 | 652.67 | 843.8 | 5.40 | 4.19 |
|  | 1.00 | 0.04 | 0.05 | 954.67 | 1136.3 | 6.04 | 4.64 |
|  | 1.50 | 0.06 | 0.08 | 1800 | 1190.6 | 5.40 | 4.45 |
|  | 2.00 | 0.10 | 0.11 | 2974 | 2462.7 | 5.00 | 4.51 |
|  | 2.50 | 0.13 | 0.13 | 3155 | 2561.7 | 5.23 | 4.67 |
| L/D = 7 | 0.50 | 0.02 | 0.03 | 632.2 | 1465 | 5.52 | 4.33 |
|  | 1.00 | 0.04 | 0.05 | 898.4 | 1947.6 | 6.47 | 4.94 |
|  | 1.50 | 0.70 | 0.08 | 1467.6 | 2317.8 | 5.71 | 5.11 |
|  | 2.00 | 0.11 | 0.11 | 1884.6 | 2808.8 | 6.24 | 5.44 |
|  | 2.50 | 0.14 | 0.13 | 2342.2 | 2917 | 6.52 | 5.68 |
|  | 3.00 | - | 0.16 | - | 3018.4 | - | 6.06 |
|  | 3.50 | - | 0.17 | - | 3117.2 | - | 6.41 |

In Figure 7 the radial profile of the bubble sizes is shown for three different superficial gas velocities and both sparger types in comparison. Contrary to the radial gas holdup profiles, five circular rings with equal diameters are considered. The average bubble size is indicated by square marker. Additionally, the size distribution in each ring is depicted as violin plot according to [48], allowing information about the distribution of small and large bubbles in each ring, respectively. It should be noted, that the bubbles sizes are depicted as number distribution and thus differ from the distributions above.

The radial profile of the bubble size shows a decrease of the mean bubble diameter for sparger A towards the column wall for all superficial velocities. In contrast, the bubble size for sparger B is similar over the whole cross section. Additionally, the overall bubble sizes for sparger A in each circular ring are higher in comparison to sparger B, except close to the wall. Detailed information and derivations about the flow structure can be obtained from the size distributions in each ring, respectively. For $j_{G}=$ $0.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ the violin plots show similar shapes for both types of sparger in the center of the column. However, the shape of the distribution in the wall region is significantly different and indicates an attraction of smaller bubbles in the wall region of the column for sparger $A$, which is not the case for sparger B. A similar behavior can be obtained for sparger A and $j_{\mathrm{G}}=1.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$. However, already at $r / R$ $=0.7$ the number of smaller bubbles is increasing. Whereas the distribution is shifted towards larger bubbles in the center, it turns towards smaller bubbles in the wall region for this sparger type. Contrary the distributions for sparger B are similar over the complete cross-section with slight increase of the proportion of smaller bubbles in the wall region. Also, for $j_{G}=2.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ a shift of the bubble size distribution towards smaller bubbles can be obtained for both sparger types, although this is not as pronounced as for the other superficial velocities and thus there is a less decrease of the overall bubble size.


Figure 7: Radial profile of bubble sizes and corresponding violin plot of the bubble size distribution for both sparger types (red: Type A sparger, black: Type B sparger). Violin plot according to [48].

### 3.2 Influence of sodium hydroxide concentration

For sparger B additional experiments with sodium hydroxide solution have been performed. For electrolyte solutions the gas holdup is known to increase with increasing electrolyte concentration. However, this effect vanishes at a transition concentration, which is unique for each electrolyte. For NaOH solution a value of $c_{\text {trans }}=0.084 \mathrm{~mol} \cdot \mathrm{I}^{-1}$ was experimentally determined by Zahradnik et al. [49]. Thus, the ratios of $c / c_{t}$ in our investigations are $c / c_{t}=0.04,0.12$ and 0.38 . In Table 3 the overall gas holdup and bubble frequencies obtained from UFXCT images are summarized for experiments using NaOH solution and all superficial gas velocities. Contrary to the observations in literature, the gas holdup is similar with increasing concentration of sodium hydroxide solution and comparable to the measurements using deionized water. From literature a linear dependence of the gas holdup with increasing electrolyte concentrations is known, which is explained by the coalescence suppression for $c / c_{\mathrm{t}}<1$. Generally, coalescence phenomena are known to be less in homogenous flow regime, where our experiments have been conducted and thus this effect in our investigations is not as pronounced as in other studies. However, differences can be obtained for the bubble frequencies, which are increasing with increasing concentration of sodium hydroxide solution at equal gas flow rates.

Table 3: Overall gas holdup and bubble frequencies for the different concentrations of NaOH solution and superficial velocities.

| $\boldsymbol{j}_{\mathrm{G}}^{*} / \mathrm{cm} \cdot \mathrm{s}^{-1}$ | $\varepsilon /-$ |  |  |  | $f_{\mathrm{B}} / \mathrm{s}^{-1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $c / c_{\mathrm{t}}=0.04$ | $c / c_{\mathrm{t}}=0.12$ | $c / c_{\mathrm{t}}=0.38$ | $c / c_{\mathrm{t}}=0.04$ | $c / c_{\mathrm{t}}=0.12$ | $c / c_{\mathrm{t}}=0.38$ |
| 0.50 | 0.02 | 0.02 | 0.02 | 1417.8 | 1445.7 | 1558.1 |
| 1.00 | 0.04 | - | 0.04 | 1703.6 | - | 1920.9 |
| 1.50 | 0.07 | 0.07 | 0.07 | 2416.2 | 2593.7 | 3278.3 |
| 2.00 | 0.09 | - | 0.10 | 2979.2 | - | 4861.0 |
| 2.50 | 0.12 | 0.12 | 0.13 | 3113.6 | 3472.9 | 5362.7 |
| 3.50 | 0.17 | 0.17 | 0.17 | 3252.6 | 3593.7 | 5491.1 |

Consequently, the Sauter mean diameter is decreasing with increasing concentration of NaOH solution
(Figure 8), which is in accordance with literature. However, the slope of decrease is a seen to be a function of the superficial gas velocity. In particular, with increasing superficial gas velocity, a stronger decrease of the Sauter mean diameter can be obtained.


Figure 8: Sauter mean diameter as function of ratios of $c / c_{t}$ for different superficial gas velocities.
The comparison of local gas holdup data for the different fluids is depicted in Figure 9 for a superficial gas velocity of $j_{G}=3.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$. This case is considered as representative, because the influence of the change of the fluid is most pronounced for this case. Figure 9a shows the radial gas holdup profile. The radial profile for deionized water is flat. In contrast, NaOH solution shows a peak of the gas holdup in the wall region, which becomes higher with increasing concentration of NaOH solution. The reason for this lies in the formation of smaller bubbles and similar to the cases of low superficial gas velocity for deionized water the lift force, driving bubbles towards the column wall. In Figure $9 b$ the radial profile of the bubble size distribution is depicted for $j_{G}=3.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ and deionized water and sodium hydroxide solution with $c / c_{t}=0.38$. Besides the differences of the overall bubble size, discussed above, the distribution of small and large bubbles is different. For deionized water a large amount of small bubbles accumulate in the wall region, leading to a clear decrease of the overall bubble size in this area. Contrary, for sodium hydroxide solution the bubble size remains the same over the whole cross-section and thus a more homogenous flow structure.


Figure 9: Comparison of a) radial gas holdup profile and b) radial bubble size distribution for deionized water and sodium hydroxide solution for $j_{G}=3.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$.

### 3.3 Average gas phase velocities

In Figure 10 the average gas phase velocities are depicted in dependence of the gas superficial velocity for both sparger types and the different concentrations of sodium hydroxide solutions for Type B sparger, respectively. It is worth mentioning, that the average axial velocity in the upward direction $u_{z}$ is considered. The overall axial bubble velocity $u_{z}$ is seen to decrease slowly with increasing superficial gas velocity due to the collective effect of bubbles [47][13]. The so called hindrance effect is explained by the interactions of the bubble wakes, which lead to an attenuation of the single bubble wakes and in turn a reduction of the rise velocity of the bubbles [50]. For Type B sparger and gas holdup of $\varepsilon \approx$ 0.02 the average gas phase velocity is about $u_{\mathrm{z}}=29 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ regardless of the fluid. In contrast for Type A sparger the corresponding data point shows an axial gas phase velocity of $u_{z}=25 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$. With increasing gas holdup the average gas phase velocity for Type B sparger and deionized water is decreasing for $0.02<\varepsilon<0.13$. For $\varepsilon \geq 0.13$ (corresponds to $j_{G} \geq 2.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ ) an increase of the axial velocity is observed, while the bubble size is not increasing significantly (see bubble size distribution in Figure 5). Contrary, for the cases of NaOH solution the decrease of the rise velocity also continues for $\varepsilon \geq 0.13$, which is in agreement with stabilization of the homogenous flow regime by electrolyte solutions. In principle, the average axial velocities of NaOH solution are higher compared to deionized water. In Figure 10 also a comparison to experimental data from Colombet et al. is provided [47]. Their results, which represent the vertical bubble velocity in the column center, were obtained by different
optical measurement techniques (e.g. dual-tip optical probe and Particle Tracking Velocimetry) for rectangular bubble column with bubbles $d_{\mathrm{B}} \leq 4 \mathrm{~mm}$ diameter and $\varepsilon \leq 0.20$. The course of the decrease is similar to our measurement data. However, lower values of the velocities have been obtained, which result from the smaller bubble sizes in their study.


Figure 10: Average gas phase velocity in upward flow direction for both sparger types and different concentrations of sodium hydroxide solution without considering the wall region.

In Figure 11 the radial distribution of the axial bubble velocity is depicted. According to the analysis of the radial gas holdup the cross-section is divided in 10 rings of equal area, in which the average gas phase velocity is determined. From the comparison of the radial distribution of the axial gas phase velocity of the two sparger Types in Figure 11a, information about the flow structures can be derived. Type A sparger exhibits a gradient of the velocity from the center to the wall region, which is in accordance to the radial gas holdup profile as well as the larger bubble diameter produced by this sparger. In contrast, the Type B sparger shows a uniform distribution of the axial gas phase velocity, which is a further evidence for the homogenous flow structure in the bubble column. However, with increasing flow rate, the shape of the radial profile also for this type of sparger is changing. For $j_{G}=3.5$ $\mathrm{cm} \cdot \mathrm{s}^{-1}$ the velocity profile obtains a parabolic shape similar to those of Type A sparger. The reason for this lies in the further increased bubble size and thus a change of the flow structure. The attraction of the bubbles to the wall region becomes less. In turn, a higher portion of bubbles is located in the center of the column, which leads to large increase of the axial gas phase velocity in this region and in the
whole cross-section. In Figure 11b, the radial profile of the axial gas phase velocity is shown for deionized water and sodium hydroxide solution. Here, for reasons of clarity, only the results for the superficial velocity $j_{G}=3.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$ are depicted. As mentioned before a parabolic velocity profile has be obtained for the case of deionized water. Contrary, using sodium hydroxide solution the profile alters to a uniform flat shape and a significant reduction of the axial velocity in the center of the column, which is due to the smaller bubbles formed for the electrolyte solution. Furthermore, the profile is seen to become more uniform with increasing concentration of sodium hydroxide solution.


Figure 11: Radial profiles of axial gas velocity a) comparison of sparger design for deionized water and b) comparison of different NaOH concentration for $j_{G}=3.5 \mathrm{~cm} \cdot \mathrm{~s}^{-1}$.

## 4 Summary and conclusion

A comprehensive study on the influence of sparger Type (number of needles and opening diameter) and fluid properties (deionized water and sodium hydroxide solution) on the local gas phase hydrodynamics has been performed. Applying UFXCT, detailed information about bubble sizes and gas holdup distribution as well as axial gas bubble velocities were gained. The main findings of this study summarized as follows:

- Wall peaking behavior has been observed for the radial gas holdup profiles for most of the cases, which is in accordance with other studies that employed similar spargers, i.e. fine pore
spargers with small hole diameter ( $\mathrm{d}_{0}<1 \mathrm{~mm}$ ). The effect can be explained by the change of sign of the lift force for small bubbles, and thus an accumulation of the gas in the wall region.
- The overall gas holdup for water and NaOH solution is similar, which is in contrast to previous findings in the literature of increasing gas holdup with electrolyte concentration. However, the bubble frequency is found to increase and consequently the Sauter mean diameter is found to decrease with the use of NaOH solution and increasing concentration.
- The Sauter mean diameter is linearly decreasing with increasing concentration of NaOH solution. Furthermore it was found, that the slope of decrease is increasing with increasing flow rate of the gas. To our knowledge, this effect is not reported in the literature so far due to lack of experimental data.
- The average gas phase velocity is found to decrease with increasing gas hold up up to a critical gas holdup of $\varepsilon=0.13$ (i.e. superficial gas velocity) for deionized water due to the hindrance effect of the bubbles. For electrolyte solution, this critical value does not exist in the investigated range of gas holdup and may be shifted towards higher gas flow rates. Thus, the use of electrolyte solution leads to a stabilization of the homogenous flow regime.
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