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Abstract

The transient simulation of large scale bubbly flow in bubble columns

using the unsteady Reynolds averaged Navier Stockes (URANS) equations is

investigated in the present paper. An extensive set of bubble forces is used

with different models for the bubble induced turbulence. Criteria are given

to assess the independence of the simulation time and the time step length.

Using these criteria it is shown that a simulation time, time step length and

mesh independent solution can be obtained for complex bubbly flows using

URANS equations under certain requirements. With the obtained setup the

contribution of the resolved turbulence to the total turbulence and the influ-

ence of the bubble induced turbulence modeling on the resolved turbulence

is investigated. Further, it is pointed out that the virtual mass force is not

negligible. The simulations are compared to data from the literature at two

different superficial velocities, which cover monodisperse and polydisperse

bubbly flows.
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1. Introduction1

Problems involving multiphase flows occur in a great variety of technical2

and natural processes. A common flow regime is that a disperse phase exists3

in a continuous phase. Modeling such multiphase flows is an active area of4

research. In the present paper the focus is on the modeling and description5

of turbulent structures on the scale of an apparatus like a bubble column and6

the influence of the modeling of the small scales on the large scale dynamics.7

A widely used approach for modeling dispersed multiphase flows on large8

scale is the Eulerian two-fluid approach. Here the conservation equations9

are formulated for each phase and are weighted with the volume fraction10

of the corresponding phase. The interaction between the phases appears as11

sink and source terms in the conservation equations. To simulate large scale12

applications the small scales are averaged and the interface between gas and13

liquid is not resolved. Therefore, the small scale interactions between the gas14

and liquid phase have to be completely treated in closure models.15

Turbulence for large scale simulations is usually described with the Reynolds16

averaged Navier Stockes (RANS) equations. Although the model is fully17

time-dependent, typically only steady state problems are considered. The18

reason is that the model constants have been calibrated by comparison to19

stationary situations (Launder and Spalding (1974)). When applied to un-20

steady problems the URANS frequently gives reasonable results for the time21

dependence at much lower computational cost then LES (Spalart (2000)).22

In the context of bubble columns simulations with the Eulerian two-fluid23

approach and the URANS turbulence description with a two equation tur-24

2



bulence model have been initiated by Sokolichin and Eigenberger (1999) and25

are used until today for example by Masood and Delgado (2014). In the26

present work the SST two equation turbulence model is used with additional27

source terms modeling the bubble induced turbulence.28

Especially in gravity driven bubbly flows a distinct transient behavior can29

be identified through large scale circulation, as reviewed by Mudde (2005).30

Also, through the uneven aeration naturally caused by the sparger in larger31

bubble columns a distinct periodic plume occurs which is studied for example32

by Julia et al. (2007). Therefore, an influence of the transient processes can33

be assumed and the usual steady solution could not cover such effects.34

A proper turbulence modeling in dispersed multiphase flows is essential35

for a correct prediction of the momentum exchange between the phases. Es-36

pecially for bubbly flows the break-up and coalescence processes, which are37

responsible for the bubble size distribution, are dominated by turbulence38

(Liao and Lucas (2010), Liao et al. (2011)). Because all modeled forces de-39

pend on the bubble size, the importance of a reliable turbulence prediction40

is underlined. In bubble columns the large scale structures, as described41

for example by Joshi et al. (2002), are also very important for mixing in42

technical apparatuses. Mixing might be under-predicted if these large scale43

fluctuations are suppressed by a steady solution method.44

The motivation of the present study is therefore to show that (i) a steady45

solution is not sufficient under certain circumstances, (ii) with the URANS46

solution method the transient behavior can be covered and (iii) a solution47

time, time step length and mesh size independent solution can be obtained48

for complex multiphase flows. In addition, the bubble induced turbulence49
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modeling is investigated and a model with source terms in the turbulence50

equations is shown to be necessary. Further, it is shown that the virtual51

mass force is not negligible, in contrast to the conclusion of several recent52

publications (e.g. Tabib et al. (2008) or Masood and Delgado (2014)). The53

application is the simulation of large scale reactors with distinct transient54

behavior, where Large Eddy Simulation with the Euler-Lagrange treatment55

is too cost-intensive.56

The paper is structured as follows. In Section 2 the physical modeling57

is presented, in Section 3 the numerical setup is presented, in Section 4 the58

results are shown and compared with the experiments and finally in Section59

5 the results are discussed and conclusions are drawn.60

2. Physical modeling61

In the present work the Eulerian two-fluid model is used. This approach62

has been discussed in a number of books (e.g. Yeoh and Tu (2010)), while63

its application to bubble columns is covered in several reviews (e.g. of Joshi64

et al. (2001) or of Jakobsen et al. (2005)). A brief summary of the equations is65

given in the appendix Appendix A.1. As a result of the averaged description,66

closure models which describe the interaction between the dispersed phase67

and the liquid phase are needed. In general this concerns forces acting on68

the liquid and dispersed phases and the induced turbulence in the liquid as69

a result of the motion of the dispersed phase.70

Modeling and validation of forces acting on a bubble were intensively71

studied over the last decade, for example by Tabib et al. (2008), Krepper72

et al. (2009) or Lucas and Tomiyama (2011). All forces act together to pro-73
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duce observable phenomena like for example the distribution of void fraction.74

Hence, an independent validation of each single force is not possible. There-75

fore, a set of models which has recently been applied with good success by76

Rzehak and Krepper (2013b) is used in this paper, with the addition of the77

virtual mass force.78

For the bubble induced turbulence several approaches exist. In this paper79

the approach is used that the bubble induced turbulence is modeled with80

source terms in two-equation models. Recently Rzehak and Krepper (2013a)81

performed a detailed study of different bubble induced turbulence models and82

formulated an own model which turned out to be the most reliable model for83

their test cases.84

All simulations are carried out in a fully three dimensional domain, which85

has been shown to be essential by Ekambara et al. (2005) by comparing two86

and three dimensional modeling. For computation a customized version of87

CFX 14.5 is used.88

2.1. Two-phase turbulence89

2.1.1. Using source terms90

Concerning turbulence in bubbly flows it is sufficient to consider the con-91

tinuous liquid phase, based on the small density and small spatial scales of92

the dispersed gas. Shear-induced turbulence is described by the SST model93

with parameters taking their usual single phase values. Bubble induced tur-94

bulence is included by additional source terms. The governing equations are95

given in Appendix A.2.96

Concerning the source term describing bubble effects in the k-equation97

there is large agreement in the literature. A plausible approximation is pro-98
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vided by the assumption that all energy lost by the bubble due to drag is99

converted to turbulent kinetic energy in the wake of the bubble. Hence, the100

k-source becomes101

SkL = FDrag
L |~uG − ~uL|. (1)

For the ε-source a similar heuristic is used as for the single phase model,102

namely the k-source is divided by some time scale τ so that103

SεL =
CεB(SkL)

τ
. (2)

For use with the SST model, the ε-source is transformed to an equivalent104

ω-source which gives105

SωL =
1

CµkL
SεL −

ωL
kL
SkL. (3)

This ω-source is used independently of the blending function in the SST106

model since it should be effective throughout the fluid domain.107

Modeling of the time scale τ proceeds largely based on dimensional anal-108

ysis. There are two velocity and two length scales for this problem, where109

one of each is related to the bubble and the other to the turbulent eddies, so110

four plausible time scales can be formed. All four time scales were compared111

by Rzehak and Krepper (2013b) and it was found that the best predictions112

were obtained for113

τ =
dB√
kL
. (4)

This variant will be used also here together with a value CεB = 1.0. The114

eddy viscosity is evaluated from the standard formula115

µturbL = CµρL
k2
L

εL
. (5)
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2.1.2. Using additional viscosity116

The addition of an extra contribution to the viscosity that describes the117

bubble induced turbulence is an often used alternative approach and is used118

for comparison in this study. The turbulent viscosity then is formulated as119

µturbL = µturb,SinglePhaseL + µturb,BITL , (6)

where the bubble induced turbulence is formulated using the model of Sato120

et al. (1981)121

µturb,BITL = 0.6ρLαGdB | ~uG − ~uL| . (7)

2.2. URANS122

In general URANS calculations are based on the traditional RANS ap-123

proach but treated as transient. Often the relativly simple and fast URANS124

calculations are even treated with stationary boundary conditions to study125

for example vortex shedding at bluff bodies which gives reasonable predic-126

tions as discussed by Spalart (2000).127

With the URANS approach the fluctuations of the velocity are decom-128

posed in resolved and unresolved parts. For comparison with experiments129

both fluctuation parts have to be considered to get the total fluctuation.130

For transient simulations the time averaged kinetic energy is simply the131

sum of the squared averaged velocity and the average of the squared fluctu-132

ations. For the velocity w in one direction:133

1

2
ρww =

1

2
ρ(ww + w′w′). (8)

Where w is the average over time and w′ the fluctuation around the average.134

In the URANS approach a modeled and a resolved fluctuation are obtained.135
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The fluctuation can be written as the sum of these two components:136

w′ = w̃′ + w′′. (9)

Where w̃′ denotes the resolved fluctuation and w′′ the modeled fluctuation.137

Using this summation the turbulent kinetic energy for the velocity component138

w can be written as:139

w′w′ = w̃′w̃′ + w̃′′w′′. (10)

Using a two equation turbulence model it is supposed that the modeled140

fluctuation is isotropic. With the modeled turbulent kinetic energy kmod the141

unresolved, modeled turbulent kinetic energy in one direction is:142

w̃′′w′′ =
2

3
kmod. (11)

The resolved part w̃′w̃′ is obtained from the transient simulation. The root143

mean square of the fluctuation for the velocity component w is therefore:144 √
w′w′ =

√
w̃′w̃′ +

2

3
kmod =

√
w̃′w̃′ +

2

3
kmod. (12)

This relation will be used to compare the simulated velocity fluctuations with145

experimentally measured values.146

2.3. Bubble forces147

In the Eulerian two-fluid model the interaction of the bubbles and the148

liquid phase is modeled by exchange terms between the separate momentum149

conservation equations of the liquid and the gas phase. At this point the150

attempt of a complete description of all bubble forces published by Rzehak151

and Krepper (2013b) is adopted. That this extensive description is also152

suitable for bubble columns has already been shown in Ziegenhein et al.153

(2013b).154
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2.3.1. Drag force155

The drag force is a momentum exchange because of a slip velocity between156

the gas and a liquid force. This is modeled with a momentum sink in the gas157

momentum equation:158

FDrag = − 3

4dB
CDρLαG|~uG − ~uL|(~uG − ~uL). (13)

The drag coefficient CD for the bubble regime investigated here mainly de-159

pends on the Reynolds number and the Eötvös number. A correlation dis-160

tinguishing different shape regimes has been suggested by Ishii and Zuber161

(1979), namely162

CD = max(CD,sphere, CD,ellipse), (14)

where163

CD,sphere =
24

Re
(1 + 0.1Re0.75) (15)

164

CD,ellipse =
2

3
Eo0.5. (16)

Tomiyama et al. (1998) validated this correlation and found good agreement165

except at high values of the Eötvös number.166

2.3.2. Lift force167

In a shear flow a bubble experiences a force lateral to the direction of168

flow. This effect is in general referred to as the lift force and described by169

the definition of Zun (1980):170

FLift = −CLρLαG(~uG − ~uL)× rot(~uL). (17)

For a spherical bubble the shear lift coefficient CL is positive so that the171

lift force acts in the direction of decreasing liquid velocity, i.e. in case of co-172

current pipe flow in the direction towards the pipe wall. Experimental (e.g.173
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Tomiyama (2002)) and numerical (e.g. Bothe et al. (2006)) investigations174

showed that the direction of the lift force changes its sign if a substantial175

deformation of the bubble occurs. From the observation of the trajectories176

of single air bubbles rising in simple shear flow of a glycerol water solution177

the following correlation for the lift coefficient was derived:178

CL =


min[0.288 tanh(0.121Re, f(Eo⊥)], Eo⊥ < 4

f(Eo⊥), 4 < Eo⊥ < 10

−0.27, Eo⊥ > 10

, (18)

with179

f(Eo⊥) = 0.00105Eo3
⊥ − 0.0159Eo2

⊥ − 0.0204Eo⊥ + 0.474. (19)

Here the modified Eötvös number given by180

Eo⊥ =
g(ρL − ρG)d2

⊥
σ

, (20)

where d⊥ is the maximum horizontal dimension of the bubble. It is calculated181

using an empirical correlation for the aspect ratio by Wellek et al. (1966)182

d⊥ = dB
3
√

1 + 0.163Eo0.757, (21)

where Eo is the usual Eötvös number. The usual Eötvös number Eo is183

calculated with the bubble diameter dB as the characteristic length, where184

the modified Eötvös number Eo⊥ is calculated with the maximum horizontal185

dimension of the bubble as the characteristic length.186

The experimental conditions on which Eq. 18 is based, were limited to the187

range −5.5 ≤ log10Mo ≤ −2.8, 1.39 ≤ Eo ≤ 5.74 and values of the Reynolds188
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number based on bubble diameter and shear rate 0 ≤ Re ≤ 10. The water-189

air system at normal conditions has a Morton number Mo = 2.63e−11 which190

is quite different. Nevertheless, for this case the diameter where the lift force191

changes its direction could be shown by Lucas and Tomiyama (2011) to be192

in good agreement with the model. As can be seen from Eq. 18 and Eq. 19193

this diameter is about 5.8 mm.194

2.3.3. Turbulent dispersion force195

The turbulent dispersion force describes the effect of the turbulent fluc-196

tuations of liquid velocity on the bubbles. In Burns et al. (2004) an explicit197

expression is derived by Favre averaging the drag force, namely198

FDisp = −3

4
CD

αG
dB
|~uG − ~uL|

µturbL

σTD

(
1

αL
+

1

αG

)
∇ (αG) . (22)

In analogy to molecular diffusion σTD is referred to as a Schmidt number.199

In principle it should be possible to obtain its value from single bubble exper-200

iments by evaluating the statistics of bubble trajectories in well characterized201

turbulent flows but to the authors knowledge this has not been done yet. A202

value of σTD = 0.9 is typically used.203

2.3.4. Wall force204

A bubble translating next to a wall in an otherwise quiescent liquid also205

experiences a lift force. This wall lift force, often simply referred to as wall206

force, has the general form:207

FWall =
2

dB
CWρLαG|~uG − ~uL|2, (23)

where ŷ is the unit normal perpendicular to the wall pointing into the fluid.208

The dimensionless wall force coefficient CW depends on the distance to the209
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wall y and is expected to be positive so the bubble is driven away from the210

wall. Based on the observation of single bubble trajectories in simple shear211

flow of glycerol water solutions Tomiyama et al. (1995) and later Hosokawa212

et al. (2002) concluded the functional dependence:213

CW (y) = f(Eo)

(
dB
2y

)2

, (24)

where in the limit of small Morton number (Hosokawa et al. (2002))214

f(Eo) = 0.0217Eo. (25)

The experimental conditions on which Eq. 25 is based are 2.2 ≤ Eo ≤ 22215

and −2.5 ≤ log10Mo ≤ −6.0 which is still different from the water-air system216

with Mo = 2.63e − 11. A recent comparison of this and other distance-217

dependencies that have been proposed (Rzehak et al. (2012)) has nonetheless218

shown that good predictions could be obtained for a set of data on vertical219

upward pipe flow of air bubbles in water.220

2.3.5. Virtual mass221

The virtual mass is the inertia of the surrounding fluid that has to be222

taken into account when a bubble or particle is accelerated relative to the223

surrounding continuous phase:224

FVM = CVMαGρG(
D~uG
Dt
− D~uL

Dt
), (26)

where D/Dt denotes the substantial derivative. The coefficient CVM is sim-225

ply set to 0.5 as suggested by Mougin and Magnaudet (2002).226
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3. Setup227

3.1. Experimental data228

As experimental reference the results of bin Mohd Akbar et al. (2012)229

have been used. The experiments were executed in a rectangular water/air230

bubble column at ambient conditions. The ground plate is a rectangle of231

240x72 mm and the water level is at 700 mm. The inlet is realized through232

needles at the bottom.233

Measurements were performed for two superficial velocities, 3 mm/s and234

13 mm/s, the integral void fraction for both conditions is below 10 %. The235

measurement plane is 500 mm above the inlet. The measured quantities are236

the liquid velocity, gas volume fraction and the turbulence intensity in the237

upward direction. Additionally, the bubble size distributions at the inlet and238

at the measurement plane were measured. The bubble size distributions are239

reproduced in Figure 1.240

3.2. Simulation setup241

3.2.1. Polydispersity and iMUSIG242

The inhomogeneous multiple size group (iMUSIG) model as introduced243

by Krepper et al. (2008) assigns the bubble size classes used in the MUSIG244

model to different velocity groups. Each velocity group, therefore, has its245

own velocity field. This is important to describe effects like the bubble size246

dependent movement of the gas phase caused by the lift force.247

As indicated in Figure 1 coalescence and break-up processes are not dom-248

inant for the present setup. Therefore, a simplified model can be used, con-249

sisting of two velocity groups each with its own set of mass- and momentum250

13



Figure 1: Density function of the bubble diameter in the experiment of bin Mohd Akbar

et al. (2012) at different height levels
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equations but with only as single bubble size class each. The groups are cho-251

sen in a way that the bubble size distributions are split up at the diameter252

where the lift force changes its sign. The resulting bubble classes for the case253

of 13 mm/s superficial velocity can be found in table 1.

dB α Eo⊥ CL

Bubble Class 1 5.3 mm 0.63 3 0.288

Bubble Class 2 6.3 mm 0.37 7.3 -0.116

Table 1: Used bubble classes

254

The case of 3 mm/s superficial velocity is treated as monodisperse, be-255

cause almost all bubbles have a positive lift coefficient. The average bubble256

diameter for this case is 4.3 mm.257

3.2.2. Solution method258

The rectangular bubble column is discretized in structured rectangular259

volumes. The size of the volumes is determined after a mesh study which is260

shown below. The walls are treated as no slip condition for the continuous261

phase and slip condition for the dispersed phase. The top of the column is262

treated as a degassing boundary, which means a no penetration and slip con-263

dition for the continuous phase and an outlet for the dispersed phase. In this264

way the pressure remains variable over the top of the column, representing265

the different surface heights at different positions (Ansys (2013)).266

The inlet is defined as surfaces at the bottom of the domain, representing267

the experimental needle setup. The surface that represents one needle is268

rectangular with an edge length of 4x4 mm. The gas volume flow is divided269
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equally over all needles. The inlet velocity is naturally equal to gas volume270

flow divided by the total inlet surface.271

For the spatial discretization a high resolution scheme is used (Ansys272

(2013)). For the transient discretization a second order backward Euler273

scheme is used.274

3.3. Convergence criteria275

To determine whether the results are independent of the total simulation276

time a convergence criterion is needed. Often a fixed total simulation time277

is taken as a convergence criterion. If this fixed simulation time is reached278

the simulation is defined as convergent. This simple method makes the as-279

sumption that a convergent state exists and that this state is reliably reached280

after the defined time. Therefore, this method is insufficient to investigate281

the convergence behavior of a simulation. Also this method is insufficient if it282

is unknown if the convergence is reliably reached after this time. Therefore,283

another convergence criterion is needed for the present investigations.284

The convergence criterion is defined in a way that averages f̄ taken over285

the simulation time T do not change significantly anymore when T is in-286

creased. The average over a finite time ζ is defined as287

f̄(ζ) =
1

ζ

∫ ζ

0

f(t)dt . (27)

In particular, the averages f̄ tend to a constant asymptote as ζ is increased.288

A reasonable convergence criterion can be defined by analyzing the distance289

between f̄(ζ) and this constant asymptote.290

Nevertheless, this constant asymptote which f̄(ζ) is tending to with in-291

creasing ζ is not known. However, if f̄(ζ) is tending to a constant asymptote,292
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the values of f̄(ζ) will change less with increasing ζ. For example, the differ-293

ence between f̄(T −∆ζ) and f̄(T ) tends to zero with increasing simulation294

time T . If the difference between all values of f̄ in the interval between295

T −∆ζ and T is evaluated, a trustworthy convergence criterion will be ob-296

tained. The effort of this procedure is reduced by comparing each value of297

f̄ in this interval to an average of f̄ over this interval. This is expressed298

mathematically by requiring that299 ∣∣∣∣ 1

∆ζ

∫ T

T−∆ζ

f(ζ)dζ − f(ζ)

∣∣∣∣ ≤ ε ; T −∆ζ ≤ ζ ≤ T . (28)

As function f we choose the upward liquid velocity. Based on experience300

we choose ∆ζ = 150s and ε to half of the experimental uncertainty (1.5 % of301

the experimental value) to obtain a good approximation without consuming302

excessive CPU-time. The convergence criterion is evaluated at two points,303

x1 and x2, which are chosen symmetric. Therefore, a criterion evaluating the304

symmetry of the obtained result can be defined:305

∣∣f(x1, ζ)− f(x2, ζ)
∣∣ ≤ 2ε , T −∆ζ ≤ ζ ≤ T . (29)

This criterion is meaningful because the setup is symmetrical and a symmet-306

ric result is expected. It will be used in the further discussion.307

4. Results308

For transient simulations with subsequent averaging it must be guaran-309

teed that the solution is independent of the simulation time, independent of310

the discretization and independent of the time step. The independence of the311

simulation time is guaranteed by using the convergence criterion presented312
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in Section 3.3. In Section 4.1 and in Section 4.2 the mesh and time step313

study are presented. In Section 4.2 it is also shown that the time step study314

is strongly affected by using the virtual mass force. Accordingly, the role315

of the virtual mass force is investigated in Section 4.3. Finally, the influ-316

ence of the multiphase turbulence modeling is investigated in Section 4.4 by317

comparing the above described modeling with source terms, the Sato model,318

and a model neglecting the bubble induced turbulence. Comparison with319

the experimental data is included in sections 4.3 and 4.4 in order to draw320

conclusions about the suitability of the modeling.321

4.1. Mesh study322

To obtain a mesh independent solution an intensive mesh study was per-323

formed using the model with source terms for the bubble induced turbulence324

and including the virtual mass force. An extract of this study for the case325

with a superficial velocity of 13 mm/s is shown in Figure 2. All simula-326

tions are converged using the defined convergence criterion. Four meshes are327

presented:328

• an isotropic mesh with 4 mm edge length of each cell which contains329

around 200 000 cells,330

• two anisotropic meshes, one with an edge length of 3 mm in depth and331

vertical direction and 4 mm in width direction with around 300 000332

cells and the other with an edge length of 5 mm in depth and vertical333

direction and 4 mm in width direction with around 140 000 cells,334

• a dilation in stream wise direction with 10 mm edge length in vertical335
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direction and 4 mm edge length in depth and width direction with 80336

000 cells.337

The mesh study is conducted by investigating the gas volume fraction, the338

upward liquid velocity and the turbulence intensity in the upward direction.339

Comparing the obtained values for the gas volume fraction and the upward340

liquid velocity even the coarse grid with 80 000 cells gives similar results as341

the finest mesh with 300 000 cells. The resolved turbulence intensity is a342

little bit different, but a clear trend with mesh size is not observable.343

The upward turbulence intensity diagram consists of three curves which344

correspond to equation 12. The curve marked with ’resolved’ corresponds to345

w̃′w̃′, the curve marked with ’unresolved’ to w̃′′w′′ = 2/3kmod and the curve346

marked with ’total’ to w′w′ . The unresolved curve is the result that would347

be obtained if a stationary simulation would be performed. Further, the348

resolved curve represents the amount which is added through the transient349

simulation. The total curve represents the total turbulence intensity as it is350

obtained in the experiment.351

The differences in the upward turbulence intensity occur close to the wall.352

Using the isotropic mesh and the finest mesh two peaks are noticeable at the353

walls. Using the two coarser meshes these wall peaks are less pronounced.354

With the coarsest mesh a slightly higher overall value is obtained. Neverthe-355

less, deviations are quantitatively small.356

Summarizing, the solution is mesh-independent already tor the isotropic357

mesh; hence, this is used for the further calculations. It should be noted358

that a mesh study is only possible if the solution is independent of the time359

step and vice versa. This circumstance was considered and the mesh study360
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(a) (b)

(c)

Figure 2: Mesh study for 4 different meshes
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was performed with sufficiently small time steps. Thus, the maximum root361

mean square of the Courant–Friedrichs–Lewy number over the domain was362

less than 2.2 for all meshes. As discussed in the next section this maximum363

value was found to be sufficient for independence on the time step.364

4.2. Time step study365

To find conditions under which the solution becomes independent of the366

time step a study is performed for 13 mm/s superficial velocity. Because367

it turns out that the time step is connected with the virtual mass force,368

both model variations including the virtual mass force and not including369

the virtual mass force are investigated. The difference between both model370

setups is discussed in detail in the next section.371

To characterize the discretization of the problem in time and space the372

Courant–Friedrichs–Lewy number (CFL number, CFL = |u| |∆x|
∆t

) is used.373

Because the velocity is a function of position and time so is the CFL num-374

ber. To get a characteristic value, the root mean square (rms) of all CFL375

numbers in the computational domain is calculated. Further, the maximum376

and minimum rms(CFL) numbers over time are given.377

4.2.1. With virtual mass378

The time study with the virtual mass force was performed in the range of379

rms(CFL) = 0.8 up to rms(CFL) = 2.6. The results are shown in Figure380

3. For both simulations the convergence and symmetry criteria are reached.381

Comparing the gas volume fraction and the liquid velocity profile for both382

time steps good accordance is reached. The volume fraction profile is nearly383

the same for both time steps. The liquid velocity profile differs a little bit384
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Figure 3: Time step study for different CFL numbers using the virtual mass force.
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for the different time steps. The resolved upward turbulence profiles for the385

different time steps are slightly different, the peak near the wall being slightly386

higher for the larger value of rms(CFL). The unresolved turbulence profiles387

are equal for both time steps. Since the unresolved contribution constitutes388

a major part of the total turbulence intensity, the curves for this quantity389

are in good agreement as well.390

In conclusion, when the virtual mass force is included, the solution be-391

comes independent of the time step for rms(CFL) . 2.6.392

4.2.2. Without virtual mass393

The time step study without using the virtual mass force was performed394

in the range of rms(CFL) = 0.6 up to rms(CFL) = 8. In Figure 4 selected395

results of the time step study are shown. All simulations are convergent using396

the convergence criterion defined in Section 3.3.397

Comparing the curves for the gas volume fraction, the upward liquid398

velocity and the upward turbulence intensity obtained using different time399

steps significant differences can be seen. In particular, the simulations using400

rms(CFL) above 1 do not fulfill the expected symmetry according to the401

criterion given in Section 3.3. In contrast, the simulation using rms(CFL)402

below 1 do fulfill this criterion. Also, in contrast to the simulations using403

rms(CFL) above 1 the simulation using rms(CFL) below 1 gives two peaks404

in all three quantities. Comparing the simulation using rms(CFL) below 1405

with the simulations including the virtual mass force in Figure 3, very small406

differences are seen.407

In conclusion, when the virtual mass force is neglected, a solution that408

is independent of the time step is achieved provided that the condition409
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Figure 4: Time study for different rms(CFL)-numbers without using the virtual mass

force.
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rms(CFL) < 1 is satisfied.410

4.3. Effect of the virtual mass force411

In the previous section it was pointed out that the transient simulations412

with the URANS approach with and without virtual mass force are time step413

independent under certain requirements. In this section the simulations with414

and without using the virtual mass force are compared and the effect of the415

virtual mass force is discussed.416

In Figure 5 the results of the simulations with and without virtual mass417

force are shown for both superficial velocities 13 mm/s and 3 mm/s. For418

3 mm/s superficial velocity the results obtained with and without virtual419

mass force are the same. This is different for 13 mm/s superficial velocity.420

Therefore, the following discussion is only related to the 13 mm/s case.421

Looking at the liquid velocity profiles for the case with 13 m/s superficial422

velocity, no differences between the model variants with and without virtual423

mass force are seen. Distinct peaks in each side can be observed in the424

profiles. At the same positions as in the liquid velocity profile, broad maxima425

can be observed in the gas volume fraction profile for both model variants.426

In addition, if the model variant including the virtual mass force is used, the427

gas volume fraction profile will exhibit sharp peaks almost at the wall. In428

contrast, if the model variant neglecting the virtual mass force is used, these429

sharp peaks will nearly vanish.430

The broad maxima near the center in the gas volume fraction profile can431

be explained by the stability criterion of Lucas et al. (2005), which is derived432

analytically from the force balance, depending on the volume fraction of big433

and small bubbles. This stability criterion is based on the change of sign434
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(c) (d)

Figure 5: Comparison between using the virtual mass force and not using the virtual mass

force for a superficial velocity of 13 mm/s and 3 mm/s. The curves for using the virtual

mass force and not using the virtual mass force for the 3 mm/s case are of the top of each

other.

26



in the lift force coefficient and is therefore connected to the gradient of the435

liquid velocity. By solving separate momentum equations for big and small436

bubbles, as was pointed out in Section 3.2.1, this effect is also taken into437

account in the present simulations. Because the liquid velocity gradient and438

the volume fractions of big and small bubbles depend on the local position,439

the stability criterion of Lucas et al. (2005) has to be evaluated locally.440

In the lower section of the column, the big and small bubbles are not441

separated. Due to the the wall shear stress and the resulting liquid veloc-442

ity gradient the big and small bubbles separate with increasing height. The443

big bubbles move to the center, the small bubbles move to the wall. Conse-444

quently, the local concentration of the big bubbles rises from the wall towards445

the center of the column. Further, away from the wall the movement of the446

big bubbles is slowed down, because of the decreasing liquid velocity gradi-447

ent. As a result, the big bubbles accumulate and the local void fraction of448

the big bubbles increases at the same point. Due to buoyancy this is accom-449

panied by an increase of the local liquid velocity. If the stability criterion450

described in Lucas et al. (2005) is exceeded, a distinct liquid velocity peak451

will be formed at this point. Once this has happened the large bubbles can-452

not move further towards the center because of the negative lift coefficient.453

This means that steady profiles with peaks in the liquid velocity and gas454

fraction are established.455

The separation of big and small bubbles can also explain the gas volume456

fraction profile, as can be seen from Figure 5. In the gas volume fraction457

profile the near wall peak is caused by the accumulation of the small bubbles458

and the broad maximum halfway between the wall and the center is caused459
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by the accumulation of the big bubbles.460

Figure 5 also shows the upward turbulence intensity. For the case with461

13 mm/s superficial velocity also peaks near the wall can be observed. These462

peaks are not at the same position as the peaks in the liquid velocity profile463

and might be less affected by the separation of big and small bubbles. The464

near wall peaks in the upward turbulence profile are nearly at the point465

where the liquid velocity passes through the zero line which is the point of466

the highest liquid velocity gradient. Also the resolved upward turbulence467

profile is higher in general for the simulation without using the virtual mass468

force. Therefore, by using the virtual mass force a damping of the liquid469

velocity fluctuations is introduced.470

All in all, including or neglecting the virtual mass force leads to differ-471

ent results for the case with 13 mm/s superficial velocity. The gas volume472

fraction profile is quantitatively almost the same for both model variants.473

However, not using the virtual mass force the near wall peak in the gas474

volume fraction profile nearly vanishes. The resolved upward turbulence in-475

tensity profiles have the same shape, but quantitatively the resolved upward476

turbulence intensity is higher if the virtual mass force is neglected. While477

the gas volume fraction and the upward turbulence profiles are different, the478

liquid velocity profile is nearly the same for both model variants. In contrast479

to the case with 13 mm/s superficial velocity, all profiles obtained for the 3480

mm/s superficial velocity are the same. The equality might be explained by481

the fact that the resolved upward turbulence intensity at the measurement482

plane is nearly zero for 3 mm/s superficial velocity. Consequently, nearly no483

fluctuation is resolved and the acceleration is nearly zero. As a result, the484
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virtual mass force is nearly zero.485

4.4. Bubble induced turbulence modeling486

The influence of the bubble induced turbulence (BIT) model on the487

URANS simulations is shown in this section. The bubble induced turbulence488

modeling with source terms by Rzehak and Krepper (2013b), as described in489

Section 2.1.1, the addition of a turbulent viscosity by Sato et al. (1981), as490

described in Section 2.1.2 and a model neglecting the bubble induced turbu-491

lence are compared. At first the results for the case with 13 mm/s superficial492

velocity are discussed, afterwards the results for the case with 3 mm/s su-493

perficial velocity. All simulations are performed with the virtual mass force494

and fulfill the above defined convergence and symmetric criteria.495

The results for 13 mm/s superficial velocity are shown in Figure 6. For a496

better readability the resolved part of the upward turbulent kinetic energy is497

shown in a separate diagram. The gas hold up is quantitatively very similar498

for all considered models, but the sharp near wall peak is pronounced only for499

turbulence modeling with source terms. The liquid velocity using the Sato500

model and using no BIT model is lower than the experiments and the profile501

obtained with the BIT model by Rzehak and Krepper (2013b). Qualitatively502

the different model approaches show the same behavior. However, using the503

Sato model and using no BIT model both peaks in the liquid velocity profile504

are shifted towards the center and are smaller.505

Remarkably the quantity of the resolved turbulence intensity is very sim-506

ilar for all used BIT models. Concerning the shape of the profiles, the peaks507

are shifted to the center and are smaller for the models not using the source508

terms. The total upward turbulence intensity is underpredicted by all models509
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but significantly closer to the data for the models with source terms. Differ-510

ences between the Sato model and neglecting BIT are small in comparison.511

512

The differences between the different approaches to BIT modeling ob-513

served in Figure 6 can be explained by considering the turbulent viscosity514

which is shown in Figure 7. As the resolved turbulence intensity is compa-515

rable for all models, only the unresolved part of the turbulent viscosity is516

shown. It can be seen from Figure 7 that for the BIT modeling using source517

terms the turbulent viscosity is the lowest. This is caused by a higher tur-518

bulent dissipation rate (not shown). Looking only at the turbulent kinetic519

energy which is the highest for the modeling using source terms, the opposite520

effect on the turbulence viscosity may have been expected. The reason for521

the behavior observed in the simulations must be sought in the ε respectively522

in the ω source term. Further, as expected, the turbulent viscosity using a523

BIT model with additional viscosity is the highest. Using no BIT model the524

level of the turbulent viscosity is between the other approaches.525

The higher turbulent viscosity obtained with the Sato model and using526

no BIT model is causing a reduced amplitude in the lower liquid velocity527

profile compared to the BIT modeling with source terms, as shown in Figure528

6. In particular, using the Sato model and using no BIT model the liquid529

velocity gradient near the wall is smaller compared to the experiment and530

the BIT modeling with source terms. Consequently, the instability caused531

by the separation by the big and small bubbles, as discussed in Section 4.3,532

is also shifted to the center. Therefore, the observed velocity peaks using the533

Sato model and using no BIT model observed in Figure 6 are shifted to the534
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Figure 6: Comparison of different bubble induced turbulence modeling approaches for 13

mm/s superficial velocity.
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Figure 7: Unresolved turbulent viscosity for different modeling approaches for 13 mm/s

superficial velocity.
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center.535

Another effect of the higher turbulent viscosity that is obtained with the536

Sato model and using no BIT model (see Figure 7) is a higher turbulent537

dispersion of the bubbles. As described in Section 2.3.3, the turbulent dis-538

persion force is proportional to the turbulent viscosity and to the gradient of539

the gas volume fraction. It acts towards a more uniform distribution of gas.540

As a result, the peaks in the gas volume fraction profiles shown in Figure541

6 are flatter when using the Sato model or using no BIT model compared542

to the BIT modeling with source terms. Consequently, the liquid velocity543

peak is also flatten when using the Sato model or using no BIT model. In544

particular, the near wall peak of the small bubbles that can be observed for545

the BIT modeling with source terms in Figure 6 nearly vanishes when using546

the Sato model or using no BIT model.547

For the case with 3 mm/s superficial velocity the liquid velocity and548

the gas volume fraction profiles obtained by using the different BIT model549

approaches are nearly the same. Therefore, only the total upward turbulence550

intensity is discussed in the following. The results are shown in Figure 8.551

It can be seen from the Figure 8 that the upward turbulence intensity552

is quite well predicted by the BIT modeling with source terms. In contrast,553

using the Sato model or using no BIT model the turbulence intensity for the554

case with 3 mm/s superficial velocity is considerably underpredicted. This555

is the same trend as can be observed for the case with 13 mm/s superficial556

velocity.557

Summarizing, the best prediction of the turbulence intensity is obtained558

by the turbulence modeling with source terms, using the formulation of Rze-559
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Figure 8: Comparison of the total upward turbulence intensity for different bubble induced

turbulence modeling approaches for 3 mm/s superficial velocity.
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hak and Krepper (2013b). The position of the peak in the upward turbulence560

intensity profile for 13 mm/s superficial velocity is well reproduced. Using561

the Sato model or no BIT model the upward turbulence intensity is con-562

siderably underpredicted compared to the experimental data. Furthermore,563

there is no peak in the upward turbulence intensity for 13 mm/s superficial564

velocity.565

The turbulent viscosity obtained for this case with the Sato model or using566

no BIT model is significantly higher than the obtained turbulent viscosity567

using the BIT modeling with source terms using the formulation of Rzehak568

and Krepper (2013b). Consequently, the liquid velocity profiles are less steep569

using the Sato model and using no BIT model compared to the BIT modeling570

with source terms. Compared to the experimental data the liquid velocity571

is underpredicted using the Sato model or no BIT model, but predicted well572

by the modeling using source terms.573

5. Discussion and conclusion574

Transient simulations with RANS-based turbulence modeling (URANS)575

were performed to model large scale flow structures in bubble columns. The576

model approach was intensively discussed by distinguishing resolved and577

unresolved turbulent kinetic energy. The simulations were performed in a578

monodisperse and a polydisperse bubbly flow regime and compared with ex-579

perimental data. The independence of the solution concerning simulation580

time, time step length and mesh size was in detail discussed by introducing581

a convergence criterion and a symmetry criterion. A set of closure models582

recommended by Rzehak et al. (2013) intended to provide a general and583
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predictive modeling for bubbly flow was used.584

In the poyldisperse regime with higher superficial velocity the resolved585

structures obtained by using the URANS approach give important contri-586

butions to the turbulence. Including these contributions by the transient587

simulations gives better results compared to the experimental data. The588

improvement by taking the resolved structures into account is found for all589

used approaches to bubble induced turbulence modeling. In a previous study590

(Ziegenhein et al. (2013a)) based on a steady state approach neglecting the591

resolved contributions, all commonly used bubble induced turbulence mod-592

els under predict the turbulence intensity for this experimental setup. In the593

monodisperse bubbly flow regime with lower superficial gas velocity the very594

good match between simulation and experimental results that has be reached595

by a steady state simulation (Ziegenhein et al. (2013a)) is also achieved by596

using the URANS approach, because for this case the contribution of the597

resolved scales is only small.598

In particular, the virtual mass force and the bubble induced turbulence599

modeling, and their influence on the resolved structures were investigated.600

Different behavior was observed depending on whether the virtual mass force601

is included or neglected in the model. Consequently, it was pointed out that602

the virtual mass force is not negligible in general and, therefore, the virtual603

mass force has to be added to the closure model set published by Rzehak604

et al. (2013).605

Comparing different bubble induced turbulence modeling approaches, the606

approach using source terms in the turbulence equations using the model607

recommended by Rzehak et al. (2013) gives better results compared to the608
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experimental data than the other modeling approaches. The influence of609

the bubble induced turbulence on the resolved turbulence intensity is rather610

small. This is mainly due to a different value of the turbulent viscosity.611
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Nomenclature616

617

CD drag coefficient618

CεB model constant619

CFL Courant-Friedrichs-Lewy number620

CL lift coefficient621

Cµ shear induced turbulence coefficient622

CVM virtual mass coefficient623

CW wall force coefficient624

d diameter [m]625

Eo Eötvös number626

FDisp turbulent dispersion force [N m−3]627
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FDrag drag force [N m−3]628

FLift lift force [N m−3]629

FVM virtual mass force [N m−3]630

FWall wall force [N m−3]631

g gravity [m s−2]632

k turbulence kinetic energy [m2 s−2]633

Mo Morton number634

Re Reynolds number635

Sε ε-source term [kg m−1 s−4]636

Sk k-source term [kg m−1 s−3]637

Sω ω-source term [kg m−3 s−2]638

T simulation time [s]639

t time [s]640

u velocity [m s−1]641

w velocity component [m s−1]642

~x position vector [m]643

x horizontal position [mm]644

y wall distance [m]645
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Greek letters646

α gas void fraction647

ε real number > 0648

ε turbulence dissipation rate [m2 s−3]649

µ dynamic viscosity [kg m−1 s−1]650

ω specific turbulence dissipation rate [s−1]651

ρ density [kg m−3]652

σ surface tension [N m−1]653

σTD turbulent dispersion coefficient654

τ time scale [s]655

Subscripts656

B bubble657

G gas658

k k-th element of a set659

L liquid660

⊥ perpendicular to main motion661
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Appendix A. Governing conservation and turbulence equations662

We assume that there is no mass transfer between the phases and the663

flow is isothermal without heat transfer. Therefore, only the conservation of664

mass, momentum and the turbulence equations have to be considered. The665

turbulence equations refer only to the liquid phase.666

Appendix A.1. Conservation of momentum667

The momentum balance of phase j is given by

∂

∂t
(αjρj~uj) +∇ · (αjρj~uj~uj)

= −αj∇p+∇ · τj + αjρj~g + FDrag
j + FLift

j + F VM
j + FWall

j + F TD
j , (A.1)

where τj is the stress tensor of the j-th phase.668

Conservation of momentum requires that669 ∑
k

FDrag
j + FLift

j + F VM
j + FWall

j + F TD
j = 0. (A.2)

The mass balance of phase j is simply670

∂

∂t
(αjρj) +∇ (αjρjuj) = 0. (A.3)

Appendix A.2. Turbulence equations671

We here use the SST k−ω model which is obtained by a blending of k−ε672

and k−ω models. According to Menter et al. (2003) the transport equations673

for k and ω are674

∂

∂t
(ρk) +∇ (ρku) = Sk + P̃k − Yk +∇ ((µ+ σkµt)∇k) (A.4)
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675

∂

∂t
(ρω) +∇ (ρωu) = Sω + Pω − Yω +∇ ((µ+ σωµt)∇k) +Dω. (A.5)

The terms P̃k and Pω represent the generation of k respective ω. The terms Yk676

and Yω represent the dissipation of k and ω, respectively. The cross diffusion677

term Dω arises due to the blending. Since all of these terms are the same as678

for the single phase problem, detailed information can be found in Menter679

et al. (2003). The terms Sk and Sω are source terms which represent the680

bubble induced turbulence modeling.681
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