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Photoelectric effect
2

“In sum, one can say there is hardly one among the great problems in which modern physics is 
so rich to which Einstein has not made a remarkable contribution. That he may sometimes 
have missed the target in his speculations, as, for example, in his hypothesis of light quanta, 
cannot really be held too much against him, for it is not possible to introduce really new ideas 
even in the most exact sciences without sometimes taking a risk.”

In his 1913 letter nominating Einstein 
for the membership of Prussian 

Academy, Max Planck wrote:
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X-ray photoelectron spectroscopy (XPS)
3
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Quantitative aspects: Atomic cross section
4
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II. ↵-GETE(111)/BAF2 CHEMICAL, STRUCTURAL AND FERROELECTRIC CHARACTERIZATION.

A. Te(4d) and Ge(3d) core-levels in X-ray photoelectron spectroscopy.
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FIG. S3. in X-ray photoelectron spectroscopy. Shallow core levels from uncapped ↵-GeTe surface showing peaks from
Te(4d) and Ge(3d) states measured with the channeltron detectors of the COPHEE SARPES set-up at h⌫=120 eV. The inset
shows a zoom into the Ge(3d5/2) and Ge(3d3/2).

A protective stack of amorphous Te- and Se-capping layers with a total thickness of 20 nm was used to avoid surface
degradation and oxidation. At moderate annealing temperatures < 200�C the surface remains Te-capped with a
residual cap thickness of around 0.5–1 nm, whereas annealing at higher temperatures yields a completely uncapped
GeTe surface. Figure S3 shows X-ray photoelectron spectroscopy (XPS) data measured at a photon energy of 120
eV with p-polarized light. The core levels from Te(4d) and Ge(3d) are without any oxidation satellite features. This
indicates that the surface preparation by removing the protective amorphous Te-cap avoided surface oxidation and
degradation. Hence ARPES data in the main text reflect intrinsic ↵-GeTe(111) properties.

B. Structural characterization and bulk ferroelectricity.

GeTe is probably the simplest ferroelectric material consisting only of two kinds of atoms per unit cell. At high
temperatures it crystallizes in the cubic rock salt structure but undergoes a spontaneous ferroelectric phase transition
at a Curie temperature of around 700 K [2, 3], below which the Fm3m cubic symmetry is broken. Consequently
a ferroelectric rhombohedral R3m ↵�structure is formed by an elongation and contraction of the unit cell along a
h111i direction. This is accompanied by a large displacement of the Ge and Te sublattices relative to each other in
the h111i direction, inducing a ferroelectric dipole moment along the distortion direction denoted by orange arrows in
Fig. S4a. In bulk GeTe the eight possible h111i distortion directions are equivalent. Thus, a multi-domain structure
is formed with ferroelectric dipole moments randomly oriented in any of the equivalent h111i directions [3]. In
addition, the e↵ect of the ferroelectric dipoles on the band structure is predicted to be largest near the Z-point of the
Brillouin zone located along the h111i k-space direction [4]. This requires the preparation of ↵-GeTe crystals with
(111) orientation, which however, like all other IV-VI compounds, cleave preferentially in non-polar (100) direction.
This can be resolved by using epitaxial ↵-GeTe(111) layers in which due to strain and interface e↵ects, nearly single
domain films with the ferroelectric domains aligned in the [111] surface normal direction can be prepared [5, 6]. This is
illustrated by the x-ray reciprocal space map of our GeTe layers grown on BaF2(111) depicted in Fig. S4b, exhibiting
a 30 times higher intensity of the [111] domains than those of the oblique h1̄11i domains. The temperature dependent
lattice distortion shown in Fig. S4c shows a Curie temperature of 700 K for the layers. In experiments based on
extended X-ray absorption fine structure measurements (Fig. S4d) a rhombohedral distortion angle of 88.2� and a
Ge/Te sublattice displacement as high as ⇡0.31 Å at 15 K is obtained, in excellent agreement with the bulk material
[2, 3]. The relative shift of the Te and Ge sublattices are evidenced by the splitting of the peaks at a radial distance of
⇡3 Å, which is not present in the cubic phase. The data was obtained at the XAS beamline at the Synchrotron Light
Source ANKA in fluorescence mode. Spectra were fitted using Artemis [7] and Mkfit [8], which allow determination
of the atomic positions from the EXAFS data. The best fit is represented by the solid lines evidencing the agreement
with the experimental data. In our thin ↵-GeTe(111) film such a shift is inducing a collective FE-order along the
h111i direction perpendicular to the sample surface which we investigated with Piezo-Force-Microscopy.
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[26]. We find that this is exactly the case for the sudden,
almost 180° spin rotation in the þ20 → 0 V relaxation
transition denoted by dashed arrows in Fig. 2(f), thus
indicating that ferroelastic effects also have to be consid-
ered in our operando SARPES measurements. We note that
the observed ferroelastic effects are probably related to the
(metavalent) resonant-bonding mechanism of GeTe, which
leads to a decrease of the relative stability of the FE order
[27]. However, as discussed below, the critical aspect that
determines the ferroelastic effects is likely due to formation
of isolated ferroelastic domains, which influence the
ferroelectric switching dynamics.

IV. FE DOMAINS PROBED BY PFM AND
OPERANDO SARPES

To elucidate the polarization reversal induced by the
applied electric field and the reduced spin rotation after
the initial poling cycle, PFM studies were performed on the
samples as shown in Figs. 5(a)–5(f). In this technique,

excitation of the sample via an ac voltage applied between
sample and probe tip induces an oscillation of the cantilever
deflection through the inverse piezoelectric effect. Its
amplitude is a measure for the absolute magnitude of the
piezoresponse, and its phase corresponds to the polarization
direction. Figure 5(a) shows the hysteresis loop of the PFM
phase as a function of dc tip voltage, evidencing the
reversal of the polarization direction in the α-GeTe films
induced by the electric field, which corresponds exactly to
the spin reversal that we observe by SARPES. We
emphasize that the shift of the hysteresis loop, similar to
that in Ref. [6], is also observed in the characteristic
“butterfly” shape of the amplitude signal in Fig. 5(b)
[14], thus suggesting a preferential built-in polarization
direction related to the surface termination. Such exper-
imental observation calls for a more accurate investigation
of the PFM data, as well as theoretical models reflecting the
FE-domain switching in the α-GeTe surface region.
In addition to the local piezoelectric response in

Figs. 5(a) and 5(b), a nonvolatile electric writing of FE
domains of α-GeTe by applied dc voltages is demon-
strated by 180° phase reversal in Fig. 5(d). The associated
amplitude image of oppositely poled regions written in the
sequence 1–3 from 0 → −4 → þ4 V is indicated by the
green, magenta, and yellow boxes in Fig. 5(e), respec-
tively. We note that the PFM phase domain mapping
remains unchanged even after 2 days, thus ruling out
charging artifacts induced by PFM in the FE switching. In
order to correlate the magnitude of the electrostatic spin
manipulation with our PFM data, the left-hand panel in
Fig. 5(f) shows the average PFM amplitude signal from
four areas: pristine (green), negative (magenta), and
positive (yellow) domain writing, and the twice-written
area 4 indicated in blue [the areas are indicated in
Fig. 5(e)]. Because the PFM amplitude signal is propor-
tional to the projection of the FE polarization
perpendicular to the sample surface, data in the left-hand
panel of Fig. 5(f) show that it is easier to write domains
with negative than with positive voltages.
For a quantitative comparison between PFM and

SARPES, Fig. 5(f) shows the average magnitude of the
relative spin rotations with respect to the as-grown or
rejuvenated samples, after applying first negative bias
(magenta), first positive bias (yellow), and finally for
switched bias voltage (blue). This comparison indicates
that, consistently with the PFM amplitude signal, first
application of a negative voltage results in a larger change
of spin polarization angle compared to the pristine case
than first application of positive voltage. This suggests that
direct piezoresponse in PFM and indirect spin manipulation
via Rashba-type coupling to FE order give consistent
quantitative results. Furthermore, the partial spin reorien-
tation after the second switching is in accordance with the
significantly reduced amplitude signal inside the over-
written area 4, indicated in blue in Fig. 5(e). These results

(a) (b) (g) (h)

(c)

(e) (f)

(d)

FIG. 5. (a),(b) PFM vertical phase and amplitude hysteresis
loop measured on the α-GeTe=InPð111Þ surface in spectroscopy
mode. (c) Surface topography measured in atomic force micros-
copy mode. (d) PFM phase in domain mapping of two intersect-
ing areas with $ 4 V. (e) Associated PFM amplitude signal.
(f) (left) Average amplitude signal from selected areas: (1) pristine
area in green, (2) −4 V written domain in magenta, (3) þ4 V
written domain in yellow, (4) intersection area of (2) and (3) in
blue, indicating the fatigue area. (Right) corresponding SARPES
average spin rotation magnitudes: applying first negative bias
(magenta), first positive bias (yellow), and switched bias voltage
(blue). (g) As-grown unit cell of surface relaxed α-GeTe with out-
of-plane FE polarization (green arrow). (h) Surface relaxation
after switching the α-GeTe bulk atoms in the dashed rectangle
indicated in (g).

OPERANDO IMAGING OF ALL-ELECTRIC SPIN TEXTURE … PHYS. REV. X 8, 021067 (2018)

021067-5

Intensity depends on: 
• amount of material 
• atomic cross section 
• distance from surface 
• emission angle

https://vuo.elettra.eu/services/elements/WebElements.html
https://vuo.elettra.eu/services/elements/WebElements.html
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Quantitative aspects: Dependency on emission angle
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Distance travelled in material increases rapidly with angle 
Electron mean free path ~2 nm 

Determine chemical composition of top few atomic layers 
(surface termination)

Photon penetration depth not relevant here

2 nm

2

Crystal structure and composition were verified by single-
crystal X-ray di↵raction and EDS. Energy dispersive X-
ray spectra (EDS) were collected using an Oxford Silicon
Drift X-MaxN detector at an acceleration voltage of 20
kV and a 100 s accumulation time. The EDX analysis
was performed using the P/B-ZAF standardless method
(where Z stands for atomic no. correction factor, A for
absorption correction factor, F for fluorescence factor,
P/B for peak to background model). Single-crystal X-ray
di↵raction was measured on a four-circle Kappa APEX
II CCD di↵ractometer (Bruker) with a graphite (002)-
monochromator and a CCD-detector at T = 296(2) K.
Mo-K↵ radiation (� = 71.073 pm) was used.

Batch 2: Bi2TeI crystals were grown via the route de-
scribed in Ref.7. A stoichiometric mixture of Bi, Te and
BiI3 was heated up to 550�C in 48 hours, annealed at
this temperature for 2 hours and then cooled down to
room temperature at a rate of 2�C/hour. The resul-
tant polycrystalline agglomerates were platelet-like with
several mm in diameter. EDS showed that some parts
were more Bi-rich than expected for Bi2TeI and, likely,
corresponded to inclusions of Bi3TeI or Bi. Flat Bi2TeI
crystals from both batches (denoted as batch 1 and 2
throughout the text) were picked for ensuing spectro-
scopic measurements as well as for characterization of
transport properties.

The ARPES experiments were performed at the SIS
beamline of the Swiss Light Source. The beamline is
equipped with a Scienta R4000 hemispherical electron
analyzer, with energy resolution of 20 meV and angular
resolution of 0.1�. The crystals were cleaved and mea-
sured in situ in ultra high vacuum at 20 K.
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FIG. 1. XPS spectra measured at normal emission (black)
and in a geometry that enhances the surface sensitivity (red):
(a) batch 1, sample A; (b) batch 2, sample B; (c) batch 2,
sample C

In Fig. 1 angle-integrated XPS measurements per-
formed with h⌫ = 90 eV on the two batches of Bi2TeI
are shown. The plots show two spectra measured with
a geometry of normal emission and tilted by 20�. This
permits to have di↵erent probing depths which results in
di↵erent peaks intensities, thus making possible to infer
the atomic species terminating the cleaved surface. The
spectra are measured in the range of the I 4d, Te 4d and
Bi 5d core levels. They are corrected by subtracting the
Shirley background9, and normalized to their Te 4d5/2
level. In panel (a) XPS measurements on a sample of
the first batch are shown. Since the I and Bi core level
peaks are suppressed in the surface sensitive scan, we can
infer a Te termination for this sample. In panels (b)-(c)
XPS measurements on the second batch are shown. In
this case, also the cleaving at the other layers seems pos-
sible: the sample in panel (c) shows an I termination,
while panel (b) shows a similar intensity for the Te and I
peaks, likely due to a mixture of di↵erent terminations.
In general, all three surface terminations (Te, I and Bi)

could be expected for Bi2TeI given its layered character
and types of alternating layers. However, the tellurium
termination seems most viable judging from the ideal-
ized representation of the crystal structure. Weak Van
der Waals contacts between the anionic Te atomic planes
ensures easy cleaving, while additional attractive elec-
trostatic interaction between the anionic iodine planes
and cationic bismuth ones may hinder it. Experimental
occurrence of the iodine termination may be associated
with structural disorder phenomena, such as inversion
twinning and intergrowth of polar domains, that were
discussed on the example of Bi3TeI in Ref.8 and are wit-
nessed for Bi2TeI in this work.

FIG. 2. Make and describe figure.

The herein obtained unit cell symmetry and param-
eters of Bi2TeI (a = b = 4.3809(4)Å, c = 52.852(2)Å)
accord well with those reported in Ref.8. Once again the
unit cell metric was found to be nearly trigonal rhombo-
hedral, hinting at possibly higher crystal-structure sym-
metry than monoclinic. The geometrical relation be-
tween the monoclinic subcell and the trigonal supercell
are shown in Fig. 2. The structure of Bi2TeI can also
be described in a trigonal unit cell (supercell) within the
trigonal space group R3m (No. 166) with a = 4.37Å(the
same as a in the monoclinic cell) and c = 53.8Å. The
new unit cell contains three times more slabs than the
monoclinic one and three mirror planes. The conclusive

Bi2TeI 
What termination?
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Quantitative aspects: Dependency on emission angle
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kV and a 100 s accumulation time. The EDX analysis
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(where Z stands for atomic no. correction factor, A for
absorption correction factor, F for fluorescence factor,
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Mo-K↵ radiation (� = 71.073 pm) was used.
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scribed in Ref.7. A stoichiometric mixture of Bi, Te and
BiI3 was heated up to 550�C in 48 hours, annealed at
this temperature for 2 hours and then cooled down to
room temperature at a rate of 2�C/hour. The resul-
tant polycrystalline agglomerates were platelet-like with
several mm in diameter. EDS showed that some parts
were more Bi-rich than expected for Bi2TeI and, likely,
corresponded to inclusions of Bi3TeI or Bi. Flat Bi2TeI
crystals from both batches (denoted as batch 1 and 2
throughout the text) were picked for ensuing spectro-
scopic measurements as well as for characterization of
transport properties.

The ARPES experiments were performed at the SIS
beamline of the Swiss Light Source. The beamline is
equipped with a Scienta R4000 hemispherical electron
analyzer, with energy resolution of 20 meV and angular
resolution of 0.1�. The crystals were cleaved and mea-
sured in situ in ultra high vacuum at 20 K.
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FIG. 1. XPS spectra measured at normal emission (black)
and in a geometry that enhances the surface sensitivity (red):
(a) batch 1, sample A; (b) batch 2, sample B; (c) batch 2,
sample C

In Fig. 1 angle-integrated XPS measurements per-
formed with h⌫ = 90 eV on the two batches of Bi2TeI
are shown. The plots show two spectra measured with
a geometry of normal emission and tilted by 20�. This
permits to have di↵erent probing depths which results in
di↵erent peaks intensities, thus making possible to infer
the atomic species terminating the cleaved surface. The
spectra are measured in the range of the I 4d, Te 4d and
Bi 5d core levels. They are corrected by subtracting the
Shirley background9, and normalized to their Te 4d5/2
level. In panel (a) XPS measurements on a sample of
the first batch are shown. Since the I and Bi core level
peaks are suppressed in the surface sensitive scan, we can
infer a Te termination for this sample. In panels (b)-(c)
XPS measurements on the second batch are shown. In
this case, also the cleaving at the other layers seems pos-
sible: the sample in panel (c) shows an I termination,
while panel (b) shows a similar intensity for the Te and I
peaks, likely due to a mixture of di↵erent terminations.
In general, all three surface terminations (Te, I and Bi)

could be expected for Bi2TeI given its layered character
and types of alternating layers. However, the tellurium
termination seems most viable judging from the ideal-
ized representation of the crystal structure. Weak Van
der Waals contacts between the anionic Te atomic planes
ensures easy cleaving, while additional attractive elec-
trostatic interaction between the anionic iodine planes
and cationic bismuth ones may hinder it. Experimental
occurrence of the iodine termination may be associated
with structural disorder phenomena, such as inversion
twinning and intergrowth of polar domains, that were
discussed on the example of Bi3TeI in Ref.8 and are wit-
nessed for Bi2TeI in this work.

FIG. 2. Make and describe figure.

The herein obtained unit cell symmetry and param-
eters of Bi2TeI (a = b = 4.3809(4)Å, c = 52.852(2)Å)
accord well with those reported in Ref.8. Once again the
unit cell metric was found to be nearly trigonal rhombo-
hedral, hinting at possibly higher crystal-structure sym-
metry than monoclinic. The geometrical relation be-
tween the monoclinic subcell and the trigonal supercell
are shown in Fig. 2. The structure of Bi2TeI can also
be described in a trigonal unit cell (supercell) within the
trigonal space group R3m (No. 166) with a = 4.37Å(the
same as a in the monoclinic cell) and c = 53.8Å. The
new unit cell contains three times more slabs than the
monoclinic one and three mirror planes. The conclusive
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Crystal structure and composition were verified by single-
crystal X-ray di↵raction and EDS. Energy dispersive X-
ray spectra (EDS) were collected using an Oxford Silicon
Drift X-MaxN detector at an acceleration voltage of 20
kV and a 100 s accumulation time. The EDX analysis
was performed using the P/B-ZAF standardless method
(where Z stands for atomic no. correction factor, A for
absorption correction factor, F for fluorescence factor,
P/B for peak to background model). Single-crystal X-ray
di↵raction was measured on a four-circle Kappa APEX
II CCD di↵ractometer (Bruker) with a graphite (002)-
monochromator and a CCD-detector at T = 296(2) K.
Mo-K↵ radiation (� = 71.073 pm) was used.

Batch 2: Bi2TeI crystals were grown via the route de-
scribed in Ref.7. A stoichiometric mixture of Bi, Te and
BiI3 was heated up to 550�C in 48 hours, annealed at
this temperature for 2 hours and then cooled down to
room temperature at a rate of 2�C/hour. The resul-
tant polycrystalline agglomerates were platelet-like with
several mm in diameter. EDS showed that some parts
were more Bi-rich than expected for Bi2TeI and, likely,
corresponded to inclusions of Bi3TeI or Bi. Flat Bi2TeI
crystals from both batches (denoted as batch 1 and 2
throughout the text) were picked for ensuing spectro-
scopic measurements as well as for characterization of
transport properties.

The ARPES experiments were performed at the SIS
beamline of the Swiss Light Source. The beamline is
equipped with a Scienta R4000 hemispherical electron
analyzer, with energy resolution of 20 meV and angular
resolution of 0.1�. The crystals were cleaved and mea-
sured in situ in ultra high vacuum at 20 K.
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FIG. 1. XPS spectra measured at normal emission (black)
and in a geometry that enhances the surface sensitivity (red):
(a) batch 1, sample A; (b) batch 2, sample B; (c) batch 2,
sample C

In Fig. 1 angle-integrated XPS measurements per-
formed with h⌫ = 90 eV on the two batches of Bi2TeI
are shown. The plots show two spectra measured with
a geometry of normal emission and tilted by 20�. This
permits to have di↵erent probing depths which results in
di↵erent peaks intensities, thus making possible to infer
the atomic species terminating the cleaved surface. The
spectra are measured in the range of the I 4d, Te 4d and
Bi 5d core levels. They are corrected by subtracting the
Shirley background9, and normalized to their Te 4d5/2
level. In panel (a) XPS measurements on a sample of
the first batch are shown. Since the I and Bi core level
peaks are suppressed in the surface sensitive scan, we can
infer a Te termination for this sample. In panels (b)-(c)
XPS measurements on the second batch are shown. In
this case, also the cleaving at the other layers seems pos-
sible: the sample in panel (c) shows an I termination,
while panel (b) shows a similar intensity for the Te and I
peaks, likely due to a mixture of di↵erent terminations.
In general, all three surface terminations (Te, I and Bi)

could be expected for Bi2TeI given its layered character
and types of alternating layers. However, the tellurium
termination seems most viable judging from the ideal-
ized representation of the crystal structure. Weak Van
der Waals contacts between the anionic Te atomic planes
ensures easy cleaving, while additional attractive elec-
trostatic interaction between the anionic iodine planes
and cationic bismuth ones may hinder it. Experimental
occurrence of the iodine termination may be associated
with structural disorder phenomena, such as inversion
twinning and intergrowth of polar domains, that were
discussed on the example of Bi3TeI in Ref.8 and are wit-
nessed for Bi2TeI in this work.
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The herein obtained unit cell symmetry and param-
eters of Bi2TeI (a = b = 4.3809(4)Å, c = 52.852(2)Å)
accord well with those reported in Ref.8. Once again the
unit cell metric was found to be nearly trigonal rhombo-
hedral, hinting at possibly higher crystal-structure sym-
metry than monoclinic. The geometrical relation be-
tween the monoclinic subcell and the trigonal supercell
are shown in Fig. 2. The structure of Bi2TeI can also
be described in a trigonal unit cell (supercell) within the
trigonal space group R3m (No. 166) with a = 4.37Å(the
same as a in the monoclinic cell) and c = 53.8Å. The
new unit cell contains three times more slabs than the
monoclinic one and three mirror planes. The conclusive

0°
45°

0° 45°

Normalised to Te



SESAME March 2021 Hugo Dil

X-ray photoelectron diffraction (XPD)
6

S.D. Ruebush et al. Surface Science 421, 205 (1999 )

Fig. 1.2. The schematic diagram of photoelectron diffraction.

11

Matsui, Nara Institute of Science and Technology 

Scattering of photoemitted electron on local environment 
Structural determination of surfaces, overlayers, and adsorbates 

Chemical and sub-monolayer sensitivity 
Recent developments in holography and dichroic imaging

Review: D.P. Woodruff Surface Science Reports 62, 1 (2007) 
Recent developments: M.V. Kuznetsov et al. J. Phys. Soc. Jpn. 87, 061005 (2018)

Combine XPS and fine angular resolution
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Angle-resolved photoemission spectroscopy (ARPES)
7

Band structure

Fermi surface
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2) Emission angle → momentum k 
3) Asymmetry → Spin polarization vector
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Angle-resolved photoemission spectroscopy (ARPES)
7

Band structure

Fermi surface

Measurement: 
1) Kinetic energy → Binding energy 
2) Emission angle → momentum k 
3) Asymmetry → Spin polarization vector

MDC: 
mometum distribution 

curve

EDC: 
energy distribution 

curve

Cu(111)

“See how the electrons move in the crystal”

Change photon energy to acces 3D momentum

Eb = hν − Φ − Ek

k|| = 0.512 Ek sin θ



w =
2⇥

~ |⇥�f |Hint|�i⇤|2�(Ef � Ei � ~⇤)

Hint =
e

mc
A • p
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Quantitative aspect: Matrix element effects
8

Fermi’s Golden Rule for transition probability:

For dipole allowed transitions:

Measured intensity

Final state

Photon E field Electron 
momentum

Initial state

Δl = ±1;
Δm = 0,±1.

Dipole Selection Rules:

I � |⇥ f |A • p| i⇤|2

Relies on sudden approximation: photoelectron emitted from N particle system does not 
interact with N-1 system after photo-excitation

εs

εp

e-

surface

+1         +1          -1         0

+1         +1         +1         max.

+1          -1          -1         max.

+1          -1         +1         0

p - pol.

s - pol.

A • p

Plane wave 
always even

Depends on band 
symmetry (s, px,y,z)

Even for p-pol 
odd for s-pol

For accessible extensive description:  
S. Moser J. Electron Spectroscopy and Related Phenomena 214, 29 (2017) 
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BiTeCl as example
9

G. Landolt et al. New Journal of Physics 15, 085022 (2013)
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Figure 1. (a) BiTeCl crystal structure. (b) Brillouin zone of the bulk (solid lines)
and the surface (dashed lines).

macroscopic scale (mm) with well-defined surface terminations. A preserved stacking order
along the polar axis is indispensable for transport measurements since spin effects would cancel
out in systems with a mixed orientation of quantization axes.

2. Crystal structure

BiTeCl has a hexagonal crystal structure (space group C4
6v) of alternating layers of chlorine,

bismuth and tellurium atoms as illustrated in figure 1(a) [11]. The crystal has no inversion
symmetry due to the continuous stacking order of the three atomic layers. In contrast to
BiTeI and BiTeBr, the unit cell of BiTeCl is doubled in the c-direction in such a way that
the crystal is symmetric under the screw operation composed of a non-primitive translation
by c/2 along the hexagonal axis and a rotation of ⇡/3 around the same axis. In other
words, C4

6v is a non-symmorphic space group with the consequence that additional selection
rules for the final state in the photoemission process are introduced, which makes the band
structure observed with ARPES depend on the Brillouin zone number [12], as will be discussed
below.

The weak bonding between the Te and Cl layer provides a natural cleaving plane in the
(0001) plane. Owing to the lack of inversion symmetry, an ideal crystal can have two non-
equivalent surfaces, with either Te- or Cl termination, determined by the underlying crystal
stacking order. For our measurements care was taken to produce chemically pure terminations.

3. Methods

The BiTeCl crystal was grown based on BiCl3–Bi2Te3. The telluride compound was obtained
by fusing stoichiometric amounts of elemental Bi and Te at 600 �C. BiCl3 was prepared by the
evaporation of a saturated solution of Bi2O3 in HCl acid. The binary compounds were weighed
in proportions of 11 mol% Bi2Te3 and 89 mol% BiCl3 which corresponds to the peritectic
melting composition of BiTeCl [13]. The charge was then sealed in a growth quartz ampoule
under a pressure of 10�3 Torr. After heating to 430 �C at a rate of 20 �C h�1 followed by 1 day of
soaking at this temperature the melt was crystallized by a modified Bridgman method [14].

New Journal of Physics 15 (2013) 085022 (http://www.njp.org/)
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Figure 2. XPS of shallow core levels comparing Cl- and Te-terminated
BiTeCl(0001).

The top part of the resultant ingot contained eutectic, while the bottom part presented an
aggregate of layered crystals. According to our x-ray diffraction analysis a major part of the
aggregate consisted of the BiTeCl phase, which was selected for the ARPES measurements.

The ARPES measurements were performed at the high-resolution ARPES end station
of the surface and interface spectroscopy beamline and at the soft x-ray ARPES end station
of the advanced resonant spectroscopies (ADRESS) beamline [15] at the Swiss Light Source
using p-polarized light. The measurements were performed on pairs of crystals mounted with a
reversed crystal c-axis. Clean surfaces were obtained by cleaving in situ at sample temperatures
below 20 K at a base pressure of 10�10 mbar. The surface termination was determined by x-ray
photoemission spectroscopy (XPS) of the shallow core levels of Bi, Te and Cl (figure 2). On
all measured samples the Cl/Te ratio was constant across the sample surface indicating single
domain termination. Crystals with an inverted c-axis always showed opposite terminations and
the type of termination persisted after multiple cleavings.

The electronic structure calculations were performed within the density functional theory
(DFT) formalism as implemented in the Vienna ab initio simulation package [16]. We used the
all-electron projector augmented wave (PAW) [17, 18] basis sets with the generalized gradient
approximation of Perdew, Burke and Ernzerhof [19] to the exchange correlation potential. The
Hamiltonian contains scalar relativistic corrections, and the spin–orbit coupling was taken into
account by the second variation method [20]. To simulate the semi-infinite BiTeCl (0001)
system we used a slab composed of 24 atomic layers separated by roughly 20 Å vacuum space
with the chlorine side (for the Te-terminated surface) or the tellurium side (for the Cl-terminated
surface) passivated by a hydrogen monolayer.

New Journal of Physics 15 (2013) 085022 (http://www.njp.org/)
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Figure 3. (a) ARPES measurement at 20 eV photon energy on Cl-terminated
BiTeCl with overlaid bulk band structure obtained from DFT calculations.
(b) Same as (a) but measured on inversely stacked, Te-terminated BiTeCl.
(c) Energy distribution curves from band map (b) at k|| = 0.15 and 0.25 Å�1,
the arrows indicate ultra-sharp two-dimensional states. (d) Second derivative of
band map (b) for k|| > 0, the arrows correspond to the peaks highlighted in (c).
(e) Band maps of Te-terminated BiTeCl at 62 and 66 eV photon energy exhibit
an additional broader two-dimensional electron-like state in the conduction band.
(f) Schematic illustration of the staircase-like potential at the two pristine (0001)
surfaces of a BiTeCl crystal. (g) Schematic band diagram with split-off surface
states located in the first three surface triple layers.

4. Angle-resolved photoemission spectroscopy measurements

Figures 3(a) and (b) show ARPES band maps along the 0–K direction measured with p-
polarized light of 20 eV photon energy on a pair of samples with Cl- and Te-termination,
respectively. The spectra show sharp band dispersions significantly different for the two
samples, without any indication of mixed terminations, in contrast to what was observed for
BiTeI [6, 9]. The bulk bands at the Te-terminated surface are rigidly shifted by 140 meV toward
higher binding energies when compared to the situation at the Cl-termination due to a different
surface band bending.
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Figure 4. UV-ARPES and DFT spectra of Te-terminated BiTeCl. (a) Left panel:
DFT calculations of a Te-terminated BiTeCl slab with bulk bands for different
kz (gray) exhibit two-dimensional states in the first (blue), second (red) and third
(green) triple layer beneath the surface. Right panel: bulk dispersion along 0–A.
(b) Photon energy scan showing the kz dispersion at normal emission, overlaid
with the bulk band dispersion obtained by DFT. (c)–(e) Spectra at selected kz

values corresponding to 09 (h⌫ ' 74 eV), A9 (h⌫ ' 83 eV), 010 (h⌫ ' 93 eV).
The differences in spectra observed at 09 and 010 are related to special matrix
element effects, see text.

4.1. Tellurium termination

In this section the ARPES signature of the Te-terminated BiTeCl surface will be discussed
in more detail. The ARPES band map in figure 3(b) shows several states located on the Te-
terminated surface. A set of hole-like surface states with unusually narrow line widths are
energetically located on top of the bulk valence band, better resolved in the off-normal energy
distribution curves in figures 3(c) and in the second derivative of the ARPES spectrum in
figure 3(d). The electron-like state at the Fermi level is also part of a set of surface states; an
additional state with weaker intensity and larger line width can be observed on freshly cleaved
samples (figure 3(e)).

These findings are supported by DFT calculations which predict surface states to be present
at both possible terminations. In the staircase-like potential landscape at the surface that arises
from the layered polar crystal structure (figure 3(f)), sets of two-dimensional states split off the
bulk bands and localize in the first three triple layers (TL) beneath the surface (figure 3(g)).
The calculations in figure 4(a) show the surface state dispersions of a Te-terminated surface
where the localization in the first three surface TL is represented by the size of the DFT data
points.

With ARPES the dispersion of the bulk bands along the out-of-plane momentum kz can
be studied by varying the photon energy. Figure 4(b) shows the photoemission spectra along
the 0–A direction (i.e. k|| = 0 Å�1) for a continuous range of photon energies (56–117 eV)
measured on Te-terminated BiTeCl. The out-of-plane momentum is obtained by inferring a
parabolic dispersion of the photoemission final states in the crystal and neglecting photon
momentum transfer. For the inner potential a value of V0 = 5 eV with respect to the Fermi level
was obtained.
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The Te core levels (not shown) show a similar intensity redistribution due to a changing
chemical environment. This is on top of a smaller (200 meV) shift induced by band bending,
which is observed in the core level spectra of all the three atomic species. The time scale of this
band bending is more than an order of magnitude larger as the one for the chemical change.

5. Discussion

In contrast to Te-terminated BiTeCl(0001), which shows spectroscopic signals of the three-
dimensional bulk states and the two-dimensional surface states, all bands observed on a Cl-
terminated sample disperse in the out-of-plane direction. The absence of the predicted surface
states on the Cl-terminated samples indicates either that the surface states do not form at all or
they die out before or during the measurements. We suggest that the states are destroyed by the
photon beam which significantly changes the surface chemistry. In this case the absence of the
surface states in the ARPES maps just after the start of the light exposure could be related to
the higher photon flux used as compared to the XPS measurements, which increases the speed
of the chemical reaction.

Given the fact that the core level shifts are only observed on Cl-terminated BiTeCl and that
they are largest for Cl and Bi indicates that the chemical reaction takes place in the chlorine
layer. A decrease of spectral intensity of the Cl core level cannot be observed, ruling out
beam-induced desorption, etching or segregation of the surface. A possible scenario could be
the interplay of the photon beam with residual gases of the vacuum, such as beam-enhanced
hydrogen adsorption or other photochemical effects of adsorbed molecules on the surface [26].
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Some remarks on soft X-ray ARPES (SX-ARPES)
102.1. ANGLE-RESOLVED PHOTOELECTRON SPECTROSCOPY 11

vacuumsample

(b)(a)

Figure 2.4: (a) Universal curve of the electron inelastic mean free path in solids (taken from
Ref. [24]). (b) The photoemission final state decays into the sample bulk within a distance l

in the order of the inelastic mean free path

facilitates the study of three-dimensional states. (iii) The photoemission matrix elements are
simplified and the angular dependence of the experimental intensity becomes similar to the
X-ray photoelectron diffraction (XPD) pattern of core levels [25] while the energy dependence
approaches the pure spectral function. (iv) Resonant photoemission allows element-specific
enhancement of spectral features.

In sum, SX-ARPES is an ideal tool to study the electronic structure of three-dimensional ma-
terials, at cost of a slightly worse resolution and a higher measurement time when compared
to state-of-the-art UV-ARPES stations.

Momentum correction Unlike in UV-ARPES, the photon momentum transferred to the pho-
toelectron is not negligible for photons with energies between 300–1000 eV. The absolute value
of the photon wave vector is 0.1–0.5 Å�1 and is thus comparable to typical Brillouin zone
extensions. The photoelectron momentum is altered according to the exact geometry of the
scattering process and depends on the photon energy. In the case of the SX-ARPES endstation
at the ADRESS beamline, most of the photon momentum is transferred to the photoelectron’s
in-plane component in the scattering plane (along the analyzer slit) due to the grazing inci-
dence angle (see Fig. 2.3b,c). Within the framework of the three-step model with free-electron
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In sum, SX-ARPES is an ideal tool to study the electronic structure of three-dimensional ma-
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Momentum correction Unlike in UV-ARPES, the photon momentum transferred to the pho-
toelectron is not negligible for photons with energies between 300–1000 eV. The absolute value
of the photon wave vector is 0.1–0.5 Å�1 and is thus comparable to typical Brillouin zone
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• Larger mean free path increases probing depth (main signal still from surface region) 
• Increased damping distance enhances kz resolution (Δkz=!-1): large problem at low hv 
• High kinetic energies mean final state feels less of crystal potential: more free electron-like 
→ Simplified matrix element and “cleaner” spectrum  

Price to pay: less good resolution (40meV vs. 4meV) and lower count rate various surface states ([17–19,34]). The LO-type states such as mole-
cular orbitals, in contrast, show an aperiodic ARPES response decaying
with Kz [24]. Following the previous works [12,17], a lucid formalism
is developed here that directly relates the ARPES intensity to Fourier
composition and spatial confinement of the 2D states, and can therefore
be used for their experimental determination. Of crucial importance for
this purpose is the use of high excitation energies whereby the ARPES
final states become pure plane waves without their hybridization [20].
This formalism is illustrated in application to previous photoemission
experimental data on the Al(100) surface [34].

2. Fourier-transform formalism of ARPES

Within the one-step theory of photoemission – see, for example,
[21]– the ARPES intensity is found as I f iA p| | | |PE 2, where 〈f| is
the final state described as the time-reversed LEED state and |i〉 the
initial state, which are coupled through the vector potential A of in-
cident electromagnetic field and momentum operator p. Neglecting the
explicit matrix element effects embedding the experimental geometry
(see, for example, [22]), this expression can be simplified to the scalar
product of 〈f| and |I〉, I f i| | |PE 2. We here assume that the final-state
momentum K is corrected back to the initial-state one k by the photon
momentum p = hv/c, which is significant in the soft-X-ray range.

For sufficiently high excitation energy hv, when Ek much exceeds
the V(r) corrugation, the free-electron (FE) approximation usually holds
for the final states, which can in this case be represented by a plane
wave ei rK periodic in the in-plane direction rxy and damped in the out-
of-plane one z (non-FE effects in the final states, which can be parti-
cularly strong at low excitation energies hv – see, for example, [23] and
references therein – will be discussed later). Introducing out-of-plane
damping of final state due to incoherent scattering processes, 〈f| can be
represented as f e e| i iK zK rxy xy z , where Kz is complex, with its real part
Kz
r describing the oscillating z-dependent part of the 〈f|-wavefunction

and imaginary part Kz
i its damping into the sample depth due to finite

photoelectron mean free path = K1/2 z
i (the factor 2 comes from

squaring of the wavefunction amplitude for electron density),
f e e e| i iK z K zK rxy xy z

r
z
i . In turn, |i〉 also obeys the in-plane periodicity,

and can be expanded over 2D reciprocal vectors g as= + +i A z e| ( ) i
g k g k g r( )

xy
xy xy, where kxy is the in-plane electron mo-

mentum in the reduced BZ and coefficients +A z( )k gxy represent the |i〉-
wavefunction behavior in the z-direction, being periodic for the 3D
states and confined for the 2D ones. Orthogonality of the in-plane
propagating plane waves in the above expansions for 〈f| and |i〉 implies
that the only term in |i〉 giving non-zero contribution to 〈f|i〉 satisfies
the condition kxy+ g = Kxy i.e. the above sum over g reduces to=i A z e| ( ) iK K r

xy
xy xy.

With the above expansions for 〈f| and |i〉, IPE as a function of Kxy
becomes I K( )PE xy e e e A z e| | ( ) |i iK z K z iK r K K r 2xy xy z

r
z
i

xy
xy xy =

e e A z| | ( ) |iK z K z K 2z
r

z
i

xy . Being proportional to A| |K 2
xy , the Kxy-dependent

IPE reflects essentially the 2D Fourier series of the |i〉-states periodic in
the out-of-plane spatial coordinates.

Transferring the damping f e e e| i iK z K zK rxy xy z
r

z
i into the |i〉-part, we

obtain I e e A z| | ( ) |PE
iK z K zK

K 2xy z
r

z
i

xy or, in the explicit form,
I K e e A z dz( ) { ( )}PE z iK z K zK

K0
2xy z

r
z
i

xy , where the lower integration
limit implies that the |i〉-wavefunction terminates at the surface z=0.
Physically, this formula shows that the Kz-dependent IPE for given
photoelectron Kxy is simply the squared FT

I K F e A z( ) | { ( )}|PE z K K zK
K 2xy

z z
i

xy (1)
of the (final-state damping weighted) z-dependent coefficient A(z) for
this Kxy in 2D expansion of the |i〉-wavefunction. This property of the
ARPES response can in principle be used to reconstruct the wavefunc-
tions of 2D states using iterative algorithms similar to those used in
molecular orbital reconstruction ([24–27]). If λ is much larger than the
|i〉-wavefunction localization region, a likely situation for sufficiently
high hv, the above FT simplifies to I K F A z( ) | { ( )}|PE z K

K
K 2xy

z xy . We note
that whereas the Kxy-dependence of IPE is represented by the Fourier
series, whose discrete character reflects the in-plane periodicity of the
system, its Kz-dependence is represented by the integral Fourier trans-
form, whose continuous character reflects the out-of-plane aperiodicity.

We will now focus on the 2D states that are by definition confined in
the out-of-plane direction. For the QC-type states sketched in Fig. 1 (a),
the coefficients A z( )Kxy representing the |i〉-wavefunction for given Kxy
can be written as a slowly varying envelope function E z( ) that mod-
ulates a Bloch wave B z( )Kxy which is derived from the periodic bulk V
(r), periodic in the out-of-plane direction and characterized by certain
momentum kz [2,13,14].=A z E z B z( ) ( ) ( )K Kxy xy (2)

We note that the E z( )-functions can described analytically by Airy
functions, if V(z) confining the QC-type states is approximated by a
triangular shape, and by Bessel functions if a more appropriate ex-
ponential approximation V z V e( ) z a0 2 / is used, where V0 is the
characteristic depth and a width of V(z) [28,29]. The B z( )-functions,
strictly speaking, are standing waves including two Bloch waves
with± kz propagating in opposite out-of-plane directions, however, for
brevity of the formalism we keep here only one of them. The same
expression (2) applies to the LO-type states also sketched in Fig. 1 (b),
and in that case A z( )Kxy reduces to E z( ), with =B z B( )K Kxy xy remaining
merely a constant depending on Kxy.

In general case, the B z( )Kxy adapted to the periodic V(r) can be
expanded in a Fourier series over out-of-plane reciprocal vectors
Gz of the host 3D lattice as = +B z C e( ) G

G i k G zK K
( )

xy z xy
z z z . Assembling

all terms in the above expression (1), we arrive at I K( )PE z
Kxy ∝+{ }F e E z C e( )K K z

G
G i k G z
K

( )
2

z zi
z xy

z z z = +C F e E z e{ ( ) }G
G

K K z i k G z
K

( ) 2

z xy
z

z z
i z z

= +C F e E z F e{ ( )}* { }G
G

K K z K i k G z
K

( ) 2

z xy
z

z z
i

z
z z , where the FT is broken

down in a convolution of two transforms. As +F e{ }K i k G z( )
z

z z equals
to the δ-function δ(Kz-(kz+Gz)), this yields I K( )PE z

Kxy ∝+C F e E z K k G{ ( )}* ( ( ))G
G

K K z z z zK
2

z xy
z

z z
i . Using the rule f(x)*δ(x-a)

Fig. 1. Schematic wavefunctions of the QC-type (a) and LO-type (b), and the
corresponding pattern of their ARPES response I K( )PE z (c). Due to the higher
harmonics in the Bloch-wave part of the QC-type states, their ARPES response is
characterized by Gz-periodic peaks whose amplitudes reflect Fourier series of
the periodic Bloch-wave part of these states, and widths their spatial extension
combined with the photoelectron λ. In contrast, the LO-type states are char-
acterized by an aperiodic decay of I K( )PE z . The I K( )PE z -dependences vary with
Kxy.
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QC: quantum confinement 
Shockley surface states 

Quantum well states 
…

LO: local orbital 
Absorbed molecules 
Dangling bond states 

Surface reconstructions 
…

V.N. Strocov, JESRP 229, 100 (2018)

Initial state wave function extension
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Soft X-ray ARPES on sputtered topological insulator Bi2Se3
11

RAQUEL QUEIROZ et al. PHYSICAL REVIEW B 93, 165409 (2016)
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FIG. 4. SX-ARPES measurements of the (001) Bi2Se3 surface with a photon energy of hν = 725 eV. The upper row [panels (a)–(e)]
shows the band maps along the M–"–M crystallographic direction for different sputtering times. The ARPES intensity is indicated by the
gray scale, with black and white corresponding to high and low intensity, respectively. The lower row [panels (f)–(j)] displays the momentum
distribution curves (MDCs) for binding energies ranging from 0 meV to 442 meV with a spacing of 13 meV. For clarity each MDC is shifted
vertically.

columns of Figs. 2(a) and 2(b) show that for γU = 40% the
Dirac state is pushed to the second and third inward quintuplet
layers, since the surface layer (l = 1) becomes more and
more insulating. As a result the Dirac state reappears in the
spectral function of the second and third layers as well-defined
quasiparticle peaks.

III. SX-ARPES MEASUREMENTS

In order to measure the effects of sputtering on the Dirac
surface state using ARPES, it is necessary to employ large
incident photon energies, such that the probing depth is
considerably larger than one Bi2Se3 unit cell. Therefore,
instead of conventional UV-ARPES, we used soft x-ray (SX)
ARPES with a probing depth, defined as 3 mean free path
lengths, of about 30 Å [47,48], which corresponds to three
Bi2Se3 quintuplet layers. The photoemission experiments were
performed on in situ cleaved single crystals of Bi2Se3 at the
ADRESS beamline of the Swiss Light Source using photon
energies of hν = 380 eV and hν = 725 eV. To prevent freezing
of the sputtering agent, the samples were cleaved and sputtered
at room temperature. The SX-ARPES measurement, however,
was carried out at the low temperature of 10 K, since otherwise
the photoemission signal would be too blurry due to the loss
of spectral coherence as expressed by the large Debye-Waller
factor [49,50].

Our aim was to investigate how the surface spectral function
is changed as the density of unitary scatterers is increased,
while the Gaussian disorder of the surface adsorbates is
kept constant. For that purpose, it was crucial to keep the
times between cleaving, sputtering, cooling, and measuring
the crystals fixed such that all samples were exposed for

the same duration to the UHV rest gas at a base pressure
better than 5×10−10 mbar after sputtering. The time between
cooling down the sample and measuring was of the order
of half an hour, resulting in the adsorption of a significant
amount of H2, CO, and H2O molecules. Different densities
of unitary disorder were introduced by irradiating the Bi2Se3
surface for different time periods with Ne+ ions with an
energy of 0.7 keV at a pressure of 3×10−6 mbar. For every
sputtering cycle a new sample was cleaved under identical
circumstances. After sputtering, the sample was immediately
in situ transferred to the measurement chamber to start the
SX-ARPES experiment. To assure the reproducibility of the
results, the sample surface was scanned for homogeneity and
the measurements, especially for the unsputtered and lightly
sputtered samples, were repeated several times. All data shown
here were obtained under identical conditions with respect to
beamline and analyzer settings, and integration time.

In Fig. 3 we present the SX-ARPES band maps and
momentum distribution curves (MDCs) as a function of surface
momentum along the M–"–M direction of the (001) surface
Brillouin zone. The soft x-ray photon energy was taken to be
hν = 380 eV and the sputtering time was increased from 0 s in
panel (a) to 112 s in panel (e). In Fig. 4 we show the same maps
obtained with a photon energy of hν = 725 eV. SX-ARPES is
sensitive to different regions of the Brillouin zone at different
energies, leading to distinctively different bulk bands in Figs. 3
and 4. On the other hand, the photoemission spectrum of the
surface state does not depend on photon energy due to the
lack of a kz dependence in its energy dispersion. The surface
state probed at this higher photon energy shows a qualitatively
similar response to surface sputtering as in Fig. 3, with the
only difference of having a higher intensity.
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FIG. 1. Illustration of the reemergence of the topological surface
state in Bi2Se3 upon sputtering. (a) Vacuum rest gas exposure leads
to the absorption of water vapor and other molecules, giving rise to
Gaussian surface disorder (gray circles). This results in a broadening
and weakening of the ARPES spectral function. (b) Neon sputtering
introduces vacancies and defects at the surface, thereby pushing the
surface states to inward quintuplet layers (QL).

disorder types of the surface adsorbates and the sputtering-
induced impurities. That is, neon sputtering reduces the effects
of Gaussian disorder at the expense of introducing unitary
scatterers. Since unitary disorder has a weaker effect on the
spectral function than Gaussian disorder, the quasiparticle
peaks in the ARPES signal become more pronounced due
to sputtering.

II. NUMERICAL SIMULATIONS

To simulate the effects of disorder on the Bi2Se3 surface
states, we employ a low-energy tight-binding Hamiltonian

that describes the Bi-pz and Se-pz orbital bands close to
the ! point of the Brillouin zone [42]. The Hamiltonian
can be conveniently expressed in terms of the spinor "k =
(|p1

z,k,↑⟩,|p1
z,k,↓⟩,|p2

z,k,↑⟩,|p2
z,k,↓⟩) as H = 1

2

∑
k "

†
kHk"k,

with

Hk = ϵkσ0 ⊗ τ0 + mkσ0 ⊗ τ3 +
2∑

i=0

ai
kσi ⊗ τ1, (1)

where the two sets of Pauli matrices, σα and τα , describe the
spin and orbital degrees of freedom, respectively. The tight-
binding model Hk is defined on a rhombohedral lattice with
lattice constants a = 4.08 Å and c = 29.8 Å. Equation (1)
contains a kinetic term ϵk = D1[1 − cos(kzc)] + D2[3 − 2 cos
(kx

√
3a/2) cos(kya/2) − cos(kya)] − µ, a mass term mk =

B1[1 − cos(kzc)] + B2[3 − 2 cos(kx

√
3a/2) cos(kya/2) −

cos(kya)] + M , and an interorbital coupling, which is param-
eterized by the vector ak with the three components a0

k =
A0 sin(kzc), a1

k = A1
√

3 sin(kx

√
3a/2) cos(kya/2), and a2

k =
A1[cos(kx

√
3a/2) sin(kya/2) + sin(kya)]. For the numerical

calculations, the tight-binding parameters are determined by
a fit of the energy spectrum of Hk to that of ab initio density
functional theory (DFT) calculations [42–44]. We observe
that Hamiltonian (1) satisfies time-reversal symmetry but,
importantly, breaks sublattice (chiral) symmetry [11], which
is in contrast to the model considered in Ref. [41].

We implement surface disorder due to adsorbates and lattice
defects by adding the potential δH to the Hamiltonian (1), with

δH =
∑

k,q∥

∑

a=G,U

"
†
kσ0 ⊗

[
V m

a (q∥)τ3 + V µ
a (q∥)τ0

]
"k+q∥

, (2)

where V b
a (q∥) = (1/

√
N )

∑
n vb

a (rn)e−iq∥·rn represents the
Fourier transform of the uncorrelated random onsite potentials

FIG. 2. (a, b) Layer resolved spectral function Al(ω,k∥), Eq. (3), as a function of surface momentum k∥ along the M–!–M direction of the
(001) surface Brillouin zone, obtained by diagonalizing tight-binding model (1). The magnitude of Al(ω,k∥) is indicated by the logarithmic
color scale, with blue and red representing low and high intensity, respectively. The same color scale is used for all subpanels. The effects
of surface adsorbates is simulated by Gaussian disorder with (a) γG = 1 eV and (b) γG = 5 eV. To mimic the sputtering process, the density
of surface defects is increased from γU = 0% in the left columns to γU = 40% in the right columns. (c) Energy-resolved distribution of the
local density of states P [ρ̃l(ω)] for the surface and the first inward quintuplet layer as a function of Gaussian disorder strength. The solid
line represents the maximum of the distribution, whereas the triangles and inverted triangles indicate the left and right standard deviation,
respectively, as defined in the Appendix. The insets show the probability distributions for the disorder strength γG = 5 eV.
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FIG. 1. Illustration of the reemergence of the topological surface
state in Bi2Se3 upon sputtering. (a) Vacuum rest gas exposure leads
to the absorption of water vapor and other molecules, giving rise to
Gaussian surface disorder (gray circles). This results in a broadening
and weakening of the ARPES spectral function. (b) Neon sputtering
introduces vacancies and defects at the surface, thereby pushing the
surface states to inward quintuplet layers (QL).

disorder types of the surface adsorbates and the sputtering-
induced impurities. That is, neon sputtering reduces the effects
of Gaussian disorder at the expense of introducing unitary
scatterers. Since unitary disorder has a weaker effect on the
spectral function than Gaussian disorder, the quasiparticle
peaks in the ARPES signal become more pronounced due
to sputtering.

II. NUMERICAL SIMULATIONS

To simulate the effects of disorder on the Bi2Se3 surface
states, we employ a low-energy tight-binding Hamiltonian

that describes the Bi-pz and Se-pz orbital bands close to
the ! point of the Brillouin zone [42]. The Hamiltonian
can be conveniently expressed in terms of the spinor "k =
(|p1
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2∑

i=0
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kσi ⊗ τ1, (1)

where the two sets of Pauli matrices, σα and τα , describe the
spin and orbital degrees of freedom, respectively. The tight-
binding model Hk is defined on a rhombohedral lattice with
lattice constants a = 4.08 Å and c = 29.8 Å. Equation (1)
contains a kinetic term ϵk = D1[1 − cos(kzc)] + D2[3 − 2 cos
(kx
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3a/2) cos(kya/2) − cos(kya)] − µ, a mass term mk =

B1[1 − cos(kzc)] + B2[3 − 2 cos(kx

√
3a/2) cos(kya/2) −

cos(kya)] + M , and an interorbital coupling, which is param-
eterized by the vector ak with the three components a0

k =
A0 sin(kzc), a1

k = A1
√

3 sin(kx

√
3a/2) cos(kya/2), and a2

k =
A1[cos(kx

√
3a/2) sin(kya/2) + sin(kya)]. For the numerical

calculations, the tight-binding parameters are determined by
a fit of the energy spectrum of Hk to that of ab initio density
functional theory (DFT) calculations [42–44]. We observe
that Hamiltonian (1) satisfies time-reversal symmetry but,
importantly, breaks sublattice (chiral) symmetry [11], which
is in contrast to the model considered in Ref. [41].

We implement surface disorder due to adsorbates and lattice
defects by adding the potential δH to the Hamiltonian (1), with

δH =
∑

k,q∥

∑

a=G,U
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†
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]
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where V b
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Fourier transform of the uncorrelated random onsite potentials

FIG. 2. (a, b) Layer resolved spectral function Al(ω,k∥), Eq. (3), as a function of surface momentum k∥ along the M–!–M direction of the
(001) surface Brillouin zone, obtained by diagonalizing tight-binding model (1). The magnitude of Al(ω,k∥) is indicated by the logarithmic
color scale, with blue and red representing low and high intensity, respectively. The same color scale is used for all subpanels. The effects
of surface adsorbates is simulated by Gaussian disorder with (a) γG = 1 eV and (b) γG = 5 eV. To mimic the sputtering process, the density
of surface defects is increased from γU = 0% in the left columns to γU = 40% in the right columns. (c) Energy-resolved distribution of the
local density of states P [ρ̃l(ω)] for the surface and the first inward quintuplet layer as a function of Gaussian disorder strength. The solid
line represents the maximum of the distribution, whereas the triangles and inverted triangles indicate the left and right standard deviation,
respectively, as defined in the Appendix. The insets show the probability distributions for the disorder strength γG = 5 eV.
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FIG. 4. SX-ARPES measurements of the (001) Bi2Se3 surface with a photon energy of hν = 725 eV. The upper row [panels (a)–(e)]
shows the band maps along the M–"–M crystallographic direction for different sputtering times. The ARPES intensity is indicated by the
gray scale, with black and white corresponding to high and low intensity, respectively. The lower row [panels (f)–(j)] displays the momentum
distribution curves (MDCs) for binding energies ranging from 0 meV to 442 meV with a spacing of 13 meV. For clarity each MDC is shifted
vertically.

columns of Figs. 2(a) and 2(b) show that for γU = 40% the
Dirac state is pushed to the second and third inward quintuplet
layers, since the surface layer (l = 1) becomes more and
more insulating. As a result the Dirac state reappears in the
spectral function of the second and third layers as well-defined
quasiparticle peaks.

III. SX-ARPES MEASUREMENTS

In order to measure the effects of sputtering on the Dirac
surface state using ARPES, it is necessary to employ large
incident photon energies, such that the probing depth is
considerably larger than one Bi2Se3 unit cell. Therefore,
instead of conventional UV-ARPES, we used soft x-ray (SX)
ARPES with a probing depth, defined as 3 mean free path
lengths, of about 30 Å [47,48], which corresponds to three
Bi2Se3 quintuplet layers. The photoemission experiments were
performed on in situ cleaved single crystals of Bi2Se3 at the
ADRESS beamline of the Swiss Light Source using photon
energies of hν = 380 eV and hν = 725 eV. To prevent freezing
of the sputtering agent, the samples were cleaved and sputtered
at room temperature. The SX-ARPES measurement, however,
was carried out at the low temperature of 10 K, since otherwise
the photoemission signal would be too blurry due to the loss
of spectral coherence as expressed by the large Debye-Waller
factor [49,50].

Our aim was to investigate how the surface spectral function
is changed as the density of unitary scatterers is increased,
while the Gaussian disorder of the surface adsorbates is
kept constant. For that purpose, it was crucial to keep the
times between cleaving, sputtering, cooling, and measuring
the crystals fixed such that all samples were exposed for

the same duration to the UHV rest gas at a base pressure
better than 5×10−10 mbar after sputtering. The time between
cooling down the sample and measuring was of the order
of half an hour, resulting in the adsorption of a significant
amount of H2, CO, and H2O molecules. Different densities
of unitary disorder were introduced by irradiating the Bi2Se3
surface for different time periods with Ne+ ions with an
energy of 0.7 keV at a pressure of 3×10−6 mbar. For every
sputtering cycle a new sample was cleaved under identical
circumstances. After sputtering, the sample was immediately
in situ transferred to the measurement chamber to start the
SX-ARPES experiment. To assure the reproducibility of the
results, the sample surface was scanned for homogeneity and
the measurements, especially for the unsputtered and lightly
sputtered samples, were repeated several times. All data shown
here were obtained under identical conditions with respect to
beamline and analyzer settings, and integration time.

In Fig. 3 we present the SX-ARPES band maps and
momentum distribution curves (MDCs) as a function of surface
momentum along the M–"–M direction of the (001) surface
Brillouin zone. The soft x-ray photon energy was taken to be
hν = 380 eV and the sputtering time was increased from 0 s in
panel (a) to 112 s in panel (e). In Fig. 4 we show the same maps
obtained with a photon energy of hν = 725 eV. SX-ARPES is
sensitive to different regions of the Brillouin zone at different
energies, leading to distinctively different bulk bands in Figs. 3
and 4. On the other hand, the photoemission spectrum of the
surface state does not depend on photon energy due to the
lack of a kz dependence in its energy dispersion. The surface
state probed at this higher photon energy shows a qualitatively
similar response to surface sputtering as in Fig. 3, with the
only difference of having a higher intensity.
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FIG. 1. Illustration of the reemergence of the topological surface
state in Bi2Se3 upon sputtering. (a) Vacuum rest gas exposure leads
to the absorption of water vapor and other molecules, giving rise to
Gaussian surface disorder (gray circles). This results in a broadening
and weakening of the ARPES spectral function. (b) Neon sputtering
introduces vacancies and defects at the surface, thereby pushing the
surface states to inward quintuplet layers (QL).

disorder types of the surface adsorbates and the sputtering-
induced impurities. That is, neon sputtering reduces the effects
of Gaussian disorder at the expense of introducing unitary
scatterers. Since unitary disorder has a weaker effect on the
spectral function than Gaussian disorder, the quasiparticle
peaks in the ARPES signal become more pronounced due
to sputtering.

II. NUMERICAL SIMULATIONS

To simulate the effects of disorder on the Bi2Se3 surface
states, we employ a low-energy tight-binding Hamiltonian

that describes the Bi-pz and Se-pz orbital bands close to
the ! point of the Brillouin zone [42]. The Hamiltonian
can be conveniently expressed in terms of the spinor "k =
(|p1

z,k,↑⟩,|p1
z,k,↓⟩,|p2

z,k,↑⟩,|p2
z,k,↓⟩) as H = 1
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kHk"k,

with

Hk = ϵkσ0 ⊗ τ0 + mkσ0 ⊗ τ3 +
2∑

i=0

ai
kσi ⊗ τ1, (1)

where the two sets of Pauli matrices, σα and τα , describe the
spin and orbital degrees of freedom, respectively. The tight-
binding model Hk is defined on a rhombohedral lattice with
lattice constants a = 4.08 Å and c = 29.8 Å. Equation (1)
contains a kinetic term ϵk = D1[1 − cos(kzc)] + D2[3 − 2 cos
(kx

√
3a/2) cos(kya/2) − cos(kya)] − µ, a mass term mk =

B1[1 − cos(kzc)] + B2[3 − 2 cos(kx

√
3a/2) cos(kya/2) −

cos(kya)] + M , and an interorbital coupling, which is param-
eterized by the vector ak with the three components a0

k =
A0 sin(kzc), a1

k = A1
√

3 sin(kx

√
3a/2) cos(kya/2), and a2

k =
A1[cos(kx

√
3a/2) sin(kya/2) + sin(kya)]. For the numerical

calculations, the tight-binding parameters are determined by
a fit of the energy spectrum of Hk to that of ab initio density
functional theory (DFT) calculations [42–44]. We observe
that Hamiltonian (1) satisfies time-reversal symmetry but,
importantly, breaks sublattice (chiral) symmetry [11], which
is in contrast to the model considered in Ref. [41].

We implement surface disorder due to adsorbates and lattice
defects by adding the potential δH to the Hamiltonian (1), with

δH =
∑

k,q∥

∑

a=G,U

"
†
kσ0 ⊗

[
V m

a (q∥)τ3 + V µ
a (q∥)τ0

]
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, (2)

where V b
a (q∥) = (1/
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∑
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a (rn)e−iq∥·rn represents the
Fourier transform of the uncorrelated random onsite potentials

FIG. 2. (a, b) Layer resolved spectral function Al(ω,k∥), Eq. (3), as a function of surface momentum k∥ along the M–!–M direction of the
(001) surface Brillouin zone, obtained by diagonalizing tight-binding model (1). The magnitude of Al(ω,k∥) is indicated by the logarithmic
color scale, with blue and red representing low and high intensity, respectively. The same color scale is used for all subpanels. The effects
of surface adsorbates is simulated by Gaussian disorder with (a) γG = 1 eV and (b) γG = 5 eV. To mimic the sputtering process, the density
of surface defects is increased from γU = 0% in the left columns to γU = 40% in the right columns. (c) Energy-resolved distribution of the
local density of states P [ρ̃l(ω)] for the surface and the first inward quintuplet layer as a function of Gaussian disorder strength. The solid
line represents the maximum of the distribution, whereas the triangles and inverted triangles indicate the left and right standard deviation,
respectively, as defined in the Appendix. The insets show the probability distributions for the disorder strength γG = 5 eV.
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FIG. 1. Illustration of the reemergence of the topological surface
state in Bi2Se3 upon sputtering. (a) Vacuum rest gas exposure leads
to the absorption of water vapor and other molecules, giving rise to
Gaussian surface disorder (gray circles). This results in a broadening
and weakening of the ARPES spectral function. (b) Neon sputtering
introduces vacancies and defects at the surface, thereby pushing the
surface states to inward quintuplet layers (QL).

disorder types of the surface adsorbates and the sputtering-
induced impurities. That is, neon sputtering reduces the effects
of Gaussian disorder at the expense of introducing unitary
scatterers. Since unitary disorder has a weaker effect on the
spectral function than Gaussian disorder, the quasiparticle
peaks in the ARPES signal become more pronounced due
to sputtering.

II. NUMERICAL SIMULATIONS

To simulate the effects of disorder on the Bi2Se3 surface
states, we employ a low-energy tight-binding Hamiltonian

that describes the Bi-pz and Se-pz orbital bands close to
the ! point of the Brillouin zone [42]. The Hamiltonian
can be conveniently expressed in terms of the spinor "k =
(|p1
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Hk = ϵkσ0 ⊗ τ0 + mkσ0 ⊗ τ3 +
2∑

i=0

ai
kσi ⊗ τ1, (1)

where the two sets of Pauli matrices, σα and τα , describe the
spin and orbital degrees of freedom, respectively. The tight-
binding model Hk is defined on a rhombohedral lattice with
lattice constants a = 4.08 Å and c = 29.8 Å. Equation (1)
contains a kinetic term ϵk = D1[1 − cos(kzc)] + D2[3 − 2 cos
(kx
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3a/2) cos(kya/2) − cos(kya)] − µ, a mass term mk =
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cos(kya)] + M , and an interorbital coupling, which is param-
eterized by the vector ak with the three components a0
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√
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3a/2) cos(kya/2), and a2

k =
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√
3a/2) sin(kya/2) + sin(kya)]. For the numerical

calculations, the tight-binding parameters are determined by
a fit of the energy spectrum of Hk to that of ab initio density
functional theory (DFT) calculations [42–44]. We observe
that Hamiltonian (1) satisfies time-reversal symmetry but,
importantly, breaks sublattice (chiral) symmetry [11], which
is in contrast to the model considered in Ref. [41].

We implement surface disorder due to adsorbates and lattice
defects by adding the potential δH to the Hamiltonian (1), with

δH =
∑

k,q∥
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FIG. 2. (a, b) Layer resolved spectral function Al(ω,k∥), Eq. (3), as a function of surface momentum k∥ along the M–!–M direction of the
(001) surface Brillouin zone, obtained by diagonalizing tight-binding model (1). The magnitude of Al(ω,k∥) is indicated by the logarithmic
color scale, with blue and red representing low and high intensity, respectively. The same color scale is used for all subpanels. The effects
of surface adsorbates is simulated by Gaussian disorder with (a) γG = 1 eV and (b) γG = 5 eV. To mimic the sputtering process, the density
of surface defects is increased from γU = 0% in the left columns to γU = 40% in the right columns. (c) Energy-resolved distribution of the
local density of states P [ρ̃l(ω)] for the surface and the first inward quintuplet layer as a function of Gaussian disorder strength. The solid
line represents the maximum of the distribution, whereas the triangles and inverted triangles indicate the left and right standard deviation,
respectively, as defined in the Appendix. The insets show the probability distributions for the disorder strength γG = 5 eV.
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measurements were performed at a sample temperature of
11 K and a base pressure lower than 10!10 mbar. The
SARPES data were taken at 20 K.

For structural optimization and electronic band calcula-
tions, we employed density functional theory (DFT) with
the generalized gradient approximation of Ref. [10] for the
exchange-correlation potential as implemented in VASP

[11]. The interaction between the ion cores and valence
electrons was described by the projector augmented-wave
method [12]. The Hamiltonian contained scalar relativistic
corrections, and the SOI was taken into account by the
second variation method [13].

BiTeI has a hexagonal crystal structure and is built up of
alternating layers of bismuth, tellurium, and iodine atoms
stacked along the hexagonal axis. The continuous stacking
order of the layers of the three atomic species breaks the
inversion symmetry. DFT calculations show that the ab-
sence of inversion symmetry allows the strong SOI to lift
the spin degeneracy of every band away from the time
reversal invariant momenta (!, A, M, L). In particular, the
bulk conduction band minimum (CBM) and the valence
band maximum (VBM) are shifted away from the A point
at the Brillouin zone boundary towards theH and L points.

Because of the broken inversion symmetry, an untwinned
BiTeI crystal has two different terminations. The weak
bonding between the Te and I layers provides a natural
cleaving plane; therefore, the termination layer is either
purely formed of iodine or tellurium atoms, depending on

the stacking order of the underlying layers. Despite the
lacking inversion symmetry in the crystal structure, the
bulk band structure neglecting spin is inversion symmetric
due to the time reversal symmetry.
The bulk band structure of BiTeI as observed with

SXARPES is presented in Figs. 1(a)–1(c). At these high
photon energies, photoemission from the bulk states is
dominant over surface state emission, while the latter is
emphasized in the more surface sensitive UVARPES
[Figs. 1(e)–1(g)]. Figure 1(a) shows a band map along
A–L measured at 760 eV photon energy. In accordance
with previous optical measurements, the bulk band gap is
400 meV [7]. The 3D nature of these bands is evident from
their dispersion behavior, which is shown in
Fig. 1(b). Both for the valence band and the conduction
band, a clear kz dispersion is observed. At 760 eV photon
energy, corresponding to the 16th A point in the Brillouin
zone, the CBM binding energy is largest and decreases
away from the A point and eventually disperses above the
Fermi level around 800 eV photon energy.
Figure 1(c) shows the dispersion along the !–A direc-

tion, i.e., for kk ¼ 0, measured by sweeping photon ener-
gies from 310 to 850 eV. Because of the non-negligible
photon momentum transferred to the photoelectrons at the
used photon energies, the measured electron momenta
have been corrected for the photon momentum projected
on the particular electron momentum axis. The kz disper-
sion of the conduction band follows the periodicity of the
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FIG. 1 (color online). (a) SXARPES band map of the bulk state at 760 eV photon energy (16th zone boundary). (b) Band maps at
760–790 eV photon energy. (c) Band map along !–A (i.e., kk ¼ 0); the dashed lines indicate the Brillouin zone boundaries. (d) DFT
bulk spectra for a set ofkz values along "M– "!– "M0. The measured Fermi level is indicated by a lower intensity of the unoccupied states.
(e),(f) High-resolution ARPES band map of the surface state at 24–30 eV photon energy. (g) Fermi surface map along "!– "M and map of
the parabola minimum at 0:06 #A!1 as a function of photon energy (20–63 eV). Indicated are the Brillouin zone boundaries (dashed
lines) and the parabola minima (arrows). (h) Slab calculations for iodine and tellurium termination. For both terminations, a surface
state appears in the bulk band gap.
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BiTeI has a layered and noncentrosymmetric structure where strong spin-orbit interaction leads to a

giant Rashba spin splitting in the bulk bands. We present direct measurements of the bulk band structure

obtained with soft x-ray angle-resolved photoemission (ARPES), revealing the three-dimensional Fermi

surface. The observed spindle torus shape bears the potential for a topological transition in the bulk by

hole doping. Moreover, the bulk electronic structure is clearly disentangled from the two-dimensional

surface electronic structure by means of high-resolution and spin-resolved ARPES measurements in the

ultraviolet regime. All findings are supported by ab initio calculations.

DOI: 10.1103/PhysRevLett.109.116403 PACS numbers: 71.20.Nr, 71.70.Ej, 79.60.Bm

In materials without inversion symmetry, the spin de-
generacy of the band structure can be lifted by a
momentum-dependent spin-orbit interaction (SOI) [1,2].
This effect is crucial to several recent discoveries in con-
densed matter physics, such as the two-dimensional (2D)
Dirac surface states of Z2 topological insulators [3] or the
formation of Majorana fermion bound states at the end of
one-dimensional (1D) superconducting InAs wires [4].
Comparably little attention has, however, been paid to
the intrinsically three-dimensional (3D) effects of Rashba
spin-orbit coupling in metals. In this Letter, we map out the
3D band structure of a system without bulk inversion
symmetry and with strong SOI by the example of BiTeI.
We argue that it has the potential to serve as a platform for
exciting theoretical and experimental developments, due to
its complex torus-shaped Fermi surface.

The existence of giant Rashba splitting in BiTeI has been
recently reported, predicted by ab initio calculations and
observed as a largely spin-split two-dimensional state at
the surface by means of angle-resolved photoemission
(ARPES) and spin-resolved ARPES by Ishizaka et al.
[5]. Theoretical work based on the perturbative k ! p for-
malism linked the unusually large spin splitting in BiTeI to
the negative crystal field splitting of the top valence bands
[6]. Optical transition measurements [7] are in accordance
with the giant bulk spin splitting of the gap defining
valence and conduction bands predicted by first principle
calculations [5,6]. In addition, it was shown in recent
theoretical work that BiTeI can become a topological

insulator under action of hydrostatic pressure [8] and,
thus, is closely related to noncentrosymmetric topological
superconductors.
In this Letter, direct measurements of the bulk band

dispersion and the spindle torus shape of its Fermi surface
are presented, using angle-resolved photoemission spec-
troscopy in the ultraviolet (UVARPES) and soft x-ray
regime (SXARPES), as well as spin-resolved ARPES
(SARPES). Moreover, we establish that the two-
dimensional Rashba-split state observed previously [5] is
not a bulk-derived quantum well state (QWS) but rather a
surface state based on (i) the first-time simultaneous ob-
servation of the kz-dispersing bulk band measured with
SXARPES, (ii) comparison with ab initio calculations, and
(iii) the observed constant spin structure of the surface state
upon inversion of the crystal out-of-plane axis. A clear
distinction from the bulk band structure and the under-
standing of the origin and the properties of the surface state
are crucial for future spintronic applications and tuning of
the transport properties.
All measurements were performed at the Swiss Light

Source of the Paul Scherrer Institut. The SARPES data
were measured with the Mott polarimeters at the COPHEE
end station [9] of the Surface and Interface Spectroscopy
beam line at a photon energy of 24 eV. The spin-integrated
data at photon energies of 20–63 eV were taken at the high-
resolution ARPES end station at the same beam line. The
soft x-ray ARPES data were taken at the ADRESS beam
line at photon energies of 310–850 eV. All spin-integrated
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taken along different crystallographic directions. In this
study, we will restrict ourselves to the ½11!2" direction,
where the analysis of the spin-resolved data is not limited
by resolution. It is quite obvious from the reassembly by
circles of the constant energy plot close to E F , as shown for
a few in Fig. 2(c), that in other regions of the surface
Brillouin zone many bands intersect, increasing the com-
plexity, especially if spin-split surface states are taken into
account.

Figure 3(a) shows a characteristic MDC curve measured

with the Mott detectors along the ½11!2" direction at kx ¼
k½1!10" ¼ 0 "A$ 1, i.e., the direction at which perfect nesting

occurs for the 1.3 ML phase [cf. Fig. 2(d)]. In agreement
with the findings, in the context of Fig. 2(e), an almost
perfect modeling of the intensity distribution is possible by

pseudo-Voigt peaks separated by 0:2 "A$ 1, i.e., half of the
reciprocal lattice vector. The corresponding spin asymme-
tries measured with the Mott detectors and weighted
with the system-specific Sherman function are shown in
Fig. 3(b) for (P x, P y, P z). A spin polarization of around

40% is measured for the component perpendicular to the
direction of the momentum, i.e., along the ½1!10" direction
for P x, while the y and z components do not show a clear
polarization signal. Following the procedures for the data
analysis described in detail in Refs. [23,24], the main
features of the total intensity and polarization can be
reasonably reproduced if the spin vector of all surface
bands has only in-plane components and if the x compo-
nent shows an alternating orientation. Hereby, it is assumed
that the bands are fully spin polarized. The resulting com-
ponents of the spin polarization vector are depicted in
Fig. 3(a) for the single MDC peaks.

The spin analysis for the 1.3 ML phase reveals several
interesting findings: The spin polarization of the

electrons is perpendicular to the direction of motion
and the surface potential gradient, as expected for a
free 2D electron gas and in accordance with our assem-
bly model of the FS by circles [cf. Fig. 2(c)]. Second, the
spin polarization is alternating close to (at) the FS, and,
most importantly, the Fermi nesting is maintained
between surface bands with the same spin helicity. As
mentioned above, this finding is an expected signature for
a system where the chemical potential coincides with the
crossing points defined by replica structures. Finally, the
Rashba splitting #k0 ¼ 0:2 "A$ 1 found along the ky di-
rection is extremely large and, interestingly, half the size
of the reciprocal lattice vector g; i.e., it takes its maxi-
mum value. A qualitative discussion about its magnitude
is given below. Nonetheless, the oscillatory behavior of
P x demands unambiguously an alternating spin texture at
the FS.
In order to prove this model further, a spin analysis for a

Pb=Sið557Þwith a coverage of 1.2 ML has been performed.
For this coverage, it is known that the long range ordered
(223) facet structure is preserved but with a lower Pb
concentration [20]; i.e., the chemical potential is different
than that of the 1.3 ML case. In LEED [cf. Fig. 4(c)],
the spot splitting is the same as for the 1.3 ML phase
[cf. Fig. 2(a)] but

ffiffiffi
3

p
superstructure spots are missing.

Accordingly, replica structures with g ¼ 0:4 "A$ 1 are
seen in ARPES; however, the nesting condition is not
fulfilled, as is obvious from the energy dispersion shown
in Fig. 4(b).

FIG. 3 (color online). (a) MDC measured at E F $ 100 meV
with the Mott detectors for 1.3 ML Pb on Si(557). (b) Spin
polarizations measured with the Mott detectors for each spatial
component. The pronounced polarization along the ½11!2" direc-
tion for the x component is indicated by ' and ( in (a).

FIG. 4 (color online). (a) MDC measured at E F $ 100 meV
with the Mott detectors for 1.2 ML Pb. (b) E ðkÞ diagram in order
to show the imperfect Fermi nesting condition (2kf ! g; the
dashed lines are guides to the eyes). (c) Spin polarization
measured with the Mott detectors. The projected spin compo-
nents are shown accordingly by ' and ( in (a). The ARPES
measurements were performed with h! ¼ 44 eV. (d) LEED
pattern of the 1.2 ML phase; the

ffiffiffi
3

p
superstructure spots are

missing.
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The films were grown by molecular beam epitaxy in a
vertical CreaTec system, equipped with standard effusions
cells for Se and Bi (99.9999% purity each) at a base
pressure below 10−10 mbar. Undoped InP(111)B wafers
were used as substrate, and their natural oxide layer was
removed by a dip in 50% hydrofluoric acid. The substrate
temperature during the growth was 300°C for all films. The
fluxes of Bi and Se were constant, with a growth speed of
1 nm per minute, under Se rich conditions. The film
thicknesses were determined by the growth time, which
was calibrated by x-ray diffraction thickness fringes on a
reference bulk film. After growth the samples were cooled
in situ to a temperature below 15°C, and were then capped
with amorphous Se to protect the films ex situ during
transport. In the ARPES chamber the films were decapped
by heating the sample to a temperature of about 120°C.
The ARPES and SARPES measurements were per-

formed at the COPHEE end station of the surface and
interface spectroscopy beam line at the Swiss Light Source
[15]. The measurements were performed at a base pressure
better than 4 × 10−10 mbar, both at room temperature and
at 20 K. The three-dimensional spin information is obtained
by means of two orthogonally oriented classical Mott
detectors, each of which measures two spatial components
of the photoelectron spin expectation value.
The electronic structure calculations are performedwithin

the DFTwith the generalized gradient approximation to the
exchange correlation potential as implemented in VASP
[16,17]. The exchange-correlation part of the potential was
treated using the exchange-correlation functional of
Perdew-Burke-Ernzerhof [18] within the projector-
augmented wave methodology [19,20]. Relativistic effects,
including spin-orbit coupling, were fully taken into account.

Figure 1(a) shows spin-integrated ARPES band maps of
Bi2Se3=InPð111Þ films with thicknesses ranging from 2 to
6 QL. The data are taken along the ΓM direction with
p-polarized light of 20 eV photon energy, which placed the
perpendicular momentum of the initial state around the
Brillouin zone center. In the band map for the 5 QL film,
dashed lines indicate the different bands contributing to the
spectra. The Dirac cones (orange diamonds, red square) are
separated by a band gap accompanied by a nonlinear
dispersion around Γ̄. Both the bulk conduction band (blue
circles, green triangles) and the valence band are split into
quantum well states (QWSs), due to the confinement of the
states between the substrate band gap and the vacuum
barrier. Their energy separation increases towards lower
film thicknesses and the number of occupied QWS states
decreases. The energy distribution curves in Fig. 1(b) at Γ̄
clarify the evolution of the band dispersion with film
thickness. The red (orange) arrows indicate the minima
(maxima) of the massive electronlike (holelike) Dirac
states, the blue and green arrows mark the conduction
band QWSs.
Figures 1(c) and 1(d) show the band maps and energy

distribution curves measured on the same samples at a
photon energy of 50 eV. The spectral intensity of the QWSs
is strongly reduced with respect to the surface states for all
of the shown film thicknesses. This allows us to easily
discern the spin polarization of the Dirac cones from the
spin signal of the QWSs as will be discussed below.
Previous studies suggest that the gap closes around 6
QL. Our measurements confirm a gap that is smaller than
the experimental resolution at this thickness. The 6 QL
band map was taken at a temperature of 20 K, the observed
shift of the bands towards higher binding energies by
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FIG. 1 (color online). (a) Band dispersion for 2–6 QL Bi2Se3=InPð111Þmeasured with 20 eV photon energy. (b) corresponding energy
distribution curves at Γ̄. (c),(d) same as (a),(b) but measured at a photon energy of 50 eV. The measurements were performed at room
temperature, except for the 6 QL band map which was taken at 20 K.
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1. Spin-orbitronics: Rashba effect, Spintronics “without” magnetism

2. Novel physical phases: Topological insulators; Topological 
protection and transition, type-I and type-II Weyl semimetals

3. Extra tag in spectroscopy: photoelectron time scale, orbital 
mapping, phase determination, quasiparticle interactions … 

Spin texture of Weyl semimetal TaAs

on the other side. As the spin polarizations on b1 and b2
along Γ̄-Ȳ are in the x direction, the mirror symmetry
operation imposes to the spin polarizations at symmetric
locations with respect to Γ̄-Ȳ to have equal Px
(perpendicular to the mirror plane) signals but opposite
Py and Pz (parallel to the mirror plane) signals. The
measured spin polarizations along C4 indeed fulfill the
mirror symmetry while the four expected peaks along C5
are not adequately resolved. However, the related FSs are
clearly resolved on the same cleaved surface measured in
the spin-integrated mode, as shown in Fig. 3(a). The
momentum resolutions in the spin-integrated and spin-
resolved modes are 0.03 and 0.08π=a, respectively. The
unresolved MDC peaks along C5 in the spin-resolved
mode could be attributed to the low momentum resolution,
which is larger than the distance between two adjacent
peaks.
The measured spin texture of surface states is consistent

with the calculated one plotted in Fig. 3(b). This remark-
able consistency builds further confidence in the WSM

ground state of TaAs. The theoretical spin texture satisfies
the necessary symmetrical constraints, such as the sym-
metries with respect to the mirror planes along Γ̄-Ȳ and
Γ̄-X̄, respectively. It is known that the fourfold rotational
symmetry with respect to the z axis is broken at the
termination of the (001) surface. However, the surface
states roughly follow the fourfold symmetry as it is
recovered inside the bulk. This can be noticed in the spin
texture along the Γ̄-Ȳ and Γ̄-X̄ directions in Fig. 3(b).
For a specific material, the spin texture of surface states

and the distribution of chirality of Weyl nodes are both
fixed in theoretical calculations. Although there is neither a
universal nor a generic relationship between them, the
chirality of a Weyl node can be convincingly inferred
from the consistency between the experimental and calcu-
lated spin textures of the surface states. By using the
consistent coordinate system and crystal structure in both
the experimental setting and theoretical calculation, we can
identify the positive (negative) chirality for the Weyl node
þ~k · ~σ (−~k · ~σ) in Fig. 3(b) according to the distribution of
calculated Berry curvature for the lower band of the Weyl
cone [2,15].
Finally, we draw attention to the difference between the

spin texture of the surface Fermi arc of a WSM and those of
surface states of a 3D topological insulator (TI) and of a
Dirac semimetal (DSM). The surface state of a TI has a
characteristic spin texture illustrated in Fig. 4(a), which is
highly symmetrical as the Fermi level is close enough to the
Dirac point at time-reversal invariant momenta. For a DSM
due to band inversion, for example Na3Bi [25] and Cd3As2
[26], the spin texture of Fermi arcs is quite similar to that of
surface states in 3D TIs, except at the touching point of two
arcs, where the spin degeneracy recovers and the spin is ill
defined, as shown in Fig. 4(b). For a noncentrosymmetric
WSM satisfying time-reversal symmetry, the Weyl points
are at arbitrary momenta. The Fermi arc and its spin texture

FIG. 3 (color online). (a) Spin-integrated FS map near Γ̄-Ȳ
recorded with the spin-resolved system at the COPHEE end
station. The red arrows indicate the direction of measured in-
plane spin polarizations of the Fermi arc b2 at C4. (b) Corre-
sponding theoretical spin texture of surface states, with white
lines indicating the locations of the SARPES measurements,
labeled as C1, C3, C4, and C5. Red and yellow dashed circles
indicate the Weyl nodes W1 with negative and positive chirality,
respectively. (c)–(e) Angle-resolved spin polarizations along C4
in the x, y, and z directions, respectively. (f)–(h) Same as (c)–(e),
but along C5. All the spectra in Fig. 3 were measured at hν ¼
36 eV with C- polarization and at a binding energy of 20 meV.

TI
(a)

DSM
(b)

WSM
(c)

FIG. 4 (color online). (a) Schematic of the spin-polarized
surface states in a 3D TI. The blue arrows indicate the spin
polarizations of the surface states. (b) Schematic of a DSM with
spin-polarized Fermi arcs on its surface connecting projections of
two bulk Dirac nodes. The black color of Dirac cones indicates
that one Dirac node is the degeneracy of two Weyl nodes with
opposite chirality. (c) Schematic of a WSM with spin-polarized
Fermi arcs on its surface connecting projections of two bulkWeyl
nodes. The red and blue colors represent opposite chirality. For
clarity, only surface states on the top and bottom surfaces are
indicated.

PRL 115, 217601 (2015) P HY S I CA L R EV I EW LE T T ER S
week ending

20 NOVEMBER 2015

217601-4

B.Q. Lv, S. Muff et al. PRL 115, 217601 (2015)

Topological transition in Bi2Se3 films
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Spin-orbit density wave (SODW) 
in Pb/Si(557)

The spin degree of freedom of electrons has attracted much
attention over the last several years and plays a central role
in spintronic device structures1, the spin Hall effect2,3,

topological insulators4, Rashba-type surface or interface states5,6

and others. Typically, the propagation of electrons is treated as a
single-particle problem. This simple concept fails, however,
when electronic correlation effects become important and spin-
and orbit effects are entangled such as in hard magnets (ref. 7),
j¼ 1/2 Mott insulators8 or in new emergent topological
superconductors9–11. Among others, the spin-ordered Au-chain
ensemble grown on Si(553) (refs 12–14) and also magnetic
chain structures on insulating or superconducting surfaces15–17

are recent illustrations of this entanglement and have attracted
a lot of research activities owing to their full flexibility for
manipulation with atomic precision.

Reminiscent of antiferromagnetism in Cr18, the problem of
spin–orbit coupling (SOC) under consideration of electronic
interaction has been revisited recently11,19. It was shown that
inherent spin splitting such as Rashba-type SOC yields Fermi
surfaces (FS) with nesting between opposite helical states causing
a so-called spin–orbit density wave (SODW) state which cannot
be characterized by independent local order parameters. This new
emergent phase of matter arises without breaking time-reversal

symmetry above a critical value for the Coulomb potential U and
its order parameter, i.e. the energy gap D, is determined by the
energy scales of both the SOC strength l and the interaction U19.
Furthermore, a finite gap D protects the SODW from spin
dephasing against external perturbations like magnetic fields,
thermal excitation and doping by excess coverage. In case that the
interaction energy is large compared to the SOC, however, the
SODW can be overturned at the expense of a spin density wave.

Experimentally, a SODW can be identified by the difference
between charge and spin order, the nesting of spin-polarized
states and the concomitant opening of a gap, and the
depolarization of the spin order as a function of Coulomb
screening due to the dephasing of spin states. The observation of
all these signatures in our experimental data will be addressed
subsequently after a brief introduction into our quantum wire
system of choice, that is, epitaxially grown Pb wires on Si(557)
(refs 20–22).

Most remarkably, at the critical concentration of 1.31
monolayers (ML), a one-dimensional (1D) gap D¼ 20 meV is
opened below 78 K so that the Pb layer becomes insulating in the
direction perpendicular to the wires while it remains conducting
along the chain direction23,24. As sketched in Fig. 1b, this
bandgap opening is caused by Pb-induced refacetting of the
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Figure 1 | Atomic and electronic structure of quantum wire ensemble. (a) STM (þ 1 V) revealing the interwire spacing d¼ 1.58 nm of a (223) facet

structure (scale bar, 2 nm). The period of 5:8 (A ¼
ffiffiffi
3
p
#cosð30%Þ#aSi correlates with formation of a Pb-
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3
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ffiffiffi
3
p

reconstruction (yellow trapeze shows size of
the unit cell). The superimposed modulation of s¼ 10# aSi is seen as a spot splitting in the LEED patterns in Fig. 2 as well. (b) Schematic of the band

structure in the direction across the wires ( ½!1!12( direction). The two colours denote the spin orientation in each of the subbands. The distance between
bands with the same spin helicity is g¼ 2p/d¼0.4 Å ) 1. The Fermi nesting driven energy gap D¼ 20 meV has been determined by ARPES and transport
measurements23,24,33. Right: the equidistant sequence of both spin bands is nicely reflected by the MDC (spin-integrated) taken at the valence band

maximum along the ½!1!12( direction. The spin signature of the subbands has been deduced from spin-resolved measurements25. (c) The giant SOC ensures a

constructive interference of FS with the same helicity in k-space along the ½!1!12( direction. Renormalization of the FS gives rise to a ‘hotspot’ wave vector
Dk0. The direction along the wires is discussed in context with Fig. 4a–c.
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a good fit of the spin dephasing time tso to the experimental value
for a reasonable parameter set of SODW gap D¼ 20 meV,
Z¼ 1" 10# 12 s and OR¼ 2.6" 1012 Hz, which is small
compared with OSODW up to dY¼ 0.1 ML. Using the value of
aR¼ 1.9 eV Å as the Rashba parameter found in our previous
study25, this refers to an extremely small Fermi wave vector
component along the wires (kF,xE10# 4 Å# 1). This in turn
explains the insensitivity of the propagating electrons along the
wires against atomic-sized defects23.

Focusing on the direction along the wires, the emergent
modulated spin texture in real space can be described by dynamic
spin spirals that are antiferromagnetically coupled between the
wires as illustrated in Fig. 4e. The antiferromagnetic coupling
along the ½!1!12% direction is a consequence of the helical nesting
found in ARPES25. The spin texture along the direction of wires
represents the dynamic analogue to static 1D skyrmions as
observed by STM in magnetic structures36,37. Our results are
representative for systems where SOC and electron correlations
are of comparable strength and with a negative exchange
coupling. While the SODW is robust and insensitive to these
couplings, the spin polarization is strongly affected and only in
the pure SODW phase highly spin-polarized transport can be
expected. In this respect, the continuous improvement in the field
of ultra-high spin-resolved spectroscopy will allow us to
investigate this new quantum phase and the associated bandgap

at soonest in more detail38,39. Our investigations have further
shown that the electrons within the SODW phase are strongly
correlated with electrons residing as gap states. With a large
screened interaction by reducing the excess coverage, the
electronic states also become insulating, opening up a
possibility for the realization of SODW order induced Luttinger
liquid in quantum wires.

Methods
Sample preparation and measurements. Spin- and angle-resolved photoemission
measurements have been performed at the COmplete PHotoEmission Experiment
(COPHEE) end station at the Surface and Interface Spectroscopy (SIS) beamline of
the Swiss Light Source40. The data were analysed as described in ref. 41. Atomic wire
structures were grown by evaporation of Pb on Si(557) substrates. The Pb evaporator
used in this study has been calibrated before with an accuracy of 0.01 ML by
analysing numerous so-called Devil’s staircase phases on Si(111) (1 ML¼ 7.83" 1014

atoms per cm2; ref. 42). The morphology of the clean Si(557) substrate as well as the
structure of the wire ensemble has been checked by LEED (see Supplementary Note
2). Details about the preparation and coverage calibration are reported elsewhere24.
All photoemission experiments were performed with p-polarized light with a photon
energy hv¼ 24 eV at a base pressure of 1" 10# 8 Pa. By recording intensities and
spin-induced scattering asymmetries with the two orthogonal Mott detectors for
different emission angles, spin-resolved MDCs close to the Fermi energy have been
measured. To reveal good signal/noise ratios in reasonable time, the spin distribution
has been measured 50 meV below the Fermi level. Nearly all ARPES measurements
have been performed at T¼ 25 K while the excess coverage was deposited during the
cooling phase at 80±10K. Further details about ARPES, STM and the surface
(magneto) transport are reported in the Supplementary Notes 1–3.
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state is forbidden in the favoured p transition, electrons from
the d↓z

−1z (d↑z
þ1z

) half of the degenerate state will dominate,
resulting in an effective ↓z (↑z) spin polarization. Similarly,
photoemission from the higher binding-energy antiparallel
state jd↑z

−1z ; d
↓z
þ1z

i using ⊕ (⊖) light will result in photo-
emission with the opposite spin polarization, ↑z (↓z).
In spin-integrated ARPES [Fig. 2(a)], these Γ-point states

are detected as a single broad feature with width∼400 meV
[24]; however, it is possible to distinguish them by using
circularly polarized light andobserving the spin-polarization
of the photoelectrons [see schematics in Fig. 2(a)]. The
experiment is repeated for both helicities of light, and the
results combined to calculate the photoelectron polarization
asymmetry,which eliminates possible experimental artefacts
[24]. This polarization asymmetry is presented in Fig. 2(b): it
is zero along x and y crystal axes, and shows a clearwiggle as
a function of energy along z, indicating that the photo-
electrons have a photon-helicity-dependent spin-polarization
only in the z direction. By plotting the intensities corre-
sponding to the observed photoelectron polarization
asymmetry for each spatial dimension, Figs. 2(d)–2(f),
we can directly resolve these states. For the z direction in
Fig. 2(f)—and in particular in Fig. 2(c) where the data have
been corrected for light incident at 45° with respect to the
spin-orbit quantization axis [24]—they become visible as
two energy-split features: jd↓z

−1z ; d
↑z
þ1z

i photoemits ↓z (↑z)
with⊕ (⊖) light, and is thus detected in I⊕↓;⊖↑; similarly,
jd↑z

−1z ; d
↓z
þ1z

i is detected in I⊕↑;⊖↓. Along the x and y
directions in Figs. 2(d),(e), however, the spectra match
the spin-integrated intensity in Fig. 2(a) since the photo-
electrons from both states have hsxi ¼ hsyi ¼ 0 for both
light helicities. The splitting in the z direction is observed
with both 24 and 56 eV photons, and its magnitude is
130# 30 meV [24], showing a possible enhancement
compared to the predicted value ζeff ∼ 90 meV. Most
importantly, the existence of these two states, from which
spin-polarized photoemission can be generated using
circularly polarized light in the z direction only, is clear
experimental evidence of the importance of SO coupling
in Sr2RuO4 and of its consequences for the complex nature
of the normal-state wave functions.
As discussed below, the most important of these conse-

quences is the strong, momentum-dependent, spin-orbital
entanglement of the eigenstates around the Fermi surface.
This is illustrated in Fig. 3 by plotting the projection of the
Bloch wave functions at the Fermi energy onto the Ru-d
orbital basis at different momenta [24]. The resulting
projections are color coded by the expectation value of
the spin operator hsziðθ;ϕÞ for one half of the Kramers-
degenerate pair (blue ¼ ↑, red ¼ ↓) [30]. Along the edges
of the Brillouin zone (M − X) where the bands are well
separated, we find particularly in the α band (far right
panel in Fig. 3) that the orbitals do not show strong
entanglement: each orbital projection is associated with a
single expectation value (color) of the spin operator. In
addition, the β and α bands are of pure dxz;yz orbital

character, and the γ band of dxy (Fig. 3). Thus at these
locations in momentum space the wave function is well
approximated by the usual description as a product of
independent spatial and spin components,

ψðk; σÞ ¼ φðkÞϕspin
σ ; (1)

where φðkÞ and ϕspin
σ are the spin and orbital eigenstates,

and σ the spin index. However, close to the zone diagonal,
e.g., near the intersections of the Fermi sheets with Γ − X,
this is not the case. Here we find strong orbital mixing for
all bands and, especially in the γ and β bands, also strong
entanglement between orbital and spin character. The
orbitals are no longer associated with a uniform spin
value; on the contrary, the latter can vary from fully up to
fully down along a single orbital projection surface. Here
the wave function cannot be written as in Eq. (1), and
instead we must use the more general expression,
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FIG. 2 (color online). (a) Spin-integrated ARPES data mea-
sured with 24 eV photons at Γ, as highlighted in Fig. 1. (a,b)
Measured polarization asymmetry of the photoemitted electrons,
and (d-f) corresponding spin-resolved ARPES intensities for x, y,
and z crystal axes, obtained with right (⊕) or left (⊖) circular
polarization [see inset of (a) for experiment schematics]. (c) In-
tensity from each underlying state for the z direction, corrected
for light incident at 45° with respect to the spin–orbit quantization
axis, as detailed in Supplemental Material [24]. Vertical error bars
represent statistical uncertainty based on number of counts in the
Mott polarimeters, plotted at 95% confidence together with
locally-weighted scatter plot smoothing fits [24].
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ψðk; ~σÞ ¼ c↑φ↑ðkÞϕ
spin
↑ þ c↓φ↓ðkÞϕ

spin
↓ ; (2)

with ~σ being the pseudospin index, and c↑;↓ the prefactors of
the momentum-dependent spin-orbital entangled eigenstates.
Equation (2) further illustrates the nature of the SO-induced
entanglement: flipping the spin forces also a change of the
orbital character. We note that, due to the nature of the band
structure in Sr2RuO4, this entanglement is strongly depen-
dent on both k∥ and kz, despite the extremely weak kz
dispersion along the Fermi surface.
A similar momentum and orbital dependence of the

spin expectation value is responsible—in topological
insulators— for the complex spin texture of the Dirac
fermions [31–33]. In Sr2RuO4, beyond the normal-state
properties, it directly affects the description of super-
conductivity, as revealed by the inspection of the Cooper
pair basic structure. Cooper assumed the two-particle
wave function describing a superconducting electron pair
to be of the form Ψðr1; σ1; r2; σ2Þ ¼ φðr1 − r2Þϕ

spin
σ1;σ2 , with

zero total momentum and the spin part being either singlet
(total spin S ¼ 0) or triplet (S ¼ 1) [34]. This allows one to
classify superconductors as a realization of singlet or triplet
paired states. However, a fundamental assumption of this
description is that one can write the wave function of each
electron as a simple product of spatial and spin parts, which
is not possible in the case of strong mixing between
φ↑ðkÞ and φ↓ðkÞ. Additionally, because of the strong
three-dimensional k dependence of this entanglement in
Sr2RuO4, any transform to pseudospin would also neces-
sarily be k dependent, negating the possibility of using the
regular description under a pseudospin basis as might be
done, e.g., for the heavy-fermion Ce compounds [35,36].
As a consequence, the classification of Cooper pairs in
terms of singlets or triplets fundamentally breaks down for
Sr2RuO4. This is shown in Fig. 4 for kz ¼ 0 (and in Fig. S5
of the Supplemental Material for the full kz range [24]),
which presents the spin eigenstates available to a pair of

electrons with zero total momentum, as obtained from the
expectation value hs⃗k · ⃗s−ki, plotted versus the Fermi sur-
face angleΘ defined in Fig. 4(d). While familiar singlet and
triplet states are seen off the zone diagonal for the α band
(with hs⃗k · ⃗s−ki ¼ −3=4 and 1=4, respectively), they are
not available for either the β or γ bands, whose spin
eigensystem consists of a doublet and two singlets or—
depending on the Fermi surface angle Θ—two doublets.
Our findings mark a deviation from a pure spin-triplet

pairing for Sr2RuO4, since the only portion of the Fermi
surface that might support it is contained within the smaller α
pocket, and suggest that superconductivity is yet more
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COPHEE at the Swiss Light Source
14

COPHEE = The COmplete PHotoEmission Experiment

Two orthogonal classical (40 kV) Mott detectors 
Access to “all” quantum numbers of the electron:  
                energy, momentum (3D) and spin (3D)

For reviews on SARPES on SOI systems see: J.H. Dil, J. Phys.: Cond. Matt. 21, 403001 (2009)  
and U. Heinzmann and J.H. Dil, J. Phys.: Cond. Matt. 24, 173001 (2012) 

For review of SARPES on Topological Materials see: J.H. Dil, Elec. Structure 1 023001 (2019)  
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Next generation: iMott
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 Fig. 1. Schematics the iMott electron optics attached to the standard angle- and energy resolving HSA. It includes the 

imaging electron lens EL, Au target, four magnetic lenses MLs and position-sensitive detectors eCCDs. Differential images 

between the opposite eCCDs yield a multichannel image of the spin asymmetry A(E,T ). The use of imaging principles 

allows iMott to work with divergent electron beams.  
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New version under commissioning now 
Full spin-resolved 2D (Ek,θ) band structure in one shot 
Enhancement of efficiency by ~104

Single event detection also very suitable for  
low intensity (spin integrated) spectroscopy

V. Strocov, V. Petrov, and J.H. Dil, J. Synchrotron Radiation 22, 708 (2015) For other approaches see: 
G. Schönhense et al. J. Electron Spectrosc. Relat. Phenom. 200, 94 (2015) 
T. Okuda J. Phys.: Condens. Matter 29 483001 (2017)
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Sources of spin polarization in SARPES
16

For a review: U. Heinzmann and J.H. Dil, J. Phys.: Condens. Matter 24, 173001 (2012)

“All” photoelectrons are highly spin polarised

Spin polarized initial states: 
• Magnetic systems 
• Spin-orbit interaction (Rashba, topological materials) 
Photoemission induced effects: 
• Change of initial state spin: spin interference, geometry induced effects, … 
• Spin induced in spin-degenerate initial state: geometry effects, dipole selection rules, 

interference of transitions, …
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SmB6 a topological “Kondo” insulator
17

! 17!

 
  

! 19!

 

! 16!

 
  

Band gap (40 meV) by definition always around Fermi level due to mixed valence 
Spin polarised topological surface states in band gap 
No sign of correlations in the spin structure 
Independent verification for (111) surface: Y. Ohtsubo et al. Nature Comm. 10, 2298 (2019)

N. Xu et al. Nature Communications 5, 4566 (2014).
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Rashba type spin-orbit interaction
18

G. Bihlmayer et al. Surf. Sci. 600, 3888 (2006) 
M. Nagano et al. J. Phys.: Condens. Matter 21, 064239 (2009).

Origin in local wave function distribution 0.2 Å around 
heavy atom core: 

Total measured Rashba splitting is sum of all 
contributions

B. Slomski et al. PRB 84, 193406 (2011)

Size of splitting depends on: 
-atomic number 
-atomic displacement/corrugation 
-orbital overlap 
-potential gradient at surface

• Original model based on Lorentz transformation 
• Six orders of magnitude wrong 
• Rashba terminology maintained for historical 

and symmetry reasons (Rashba-type)
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Relevance of the Rashba effect
19

We use InSb nanowires (15), which are
known to have strong spin-orbit interaction and
a large g factor (16). From our earlier quantum-
dot experiments, we extract a spin-orbit length
lso ≈ 200 nm corresponding to a Rashba param-
eter a ≈ 0.2 eV·Å (17). This translates to a spin-
orbit energy scale a2m*/(2ħ2) ≈ 50 meV (m* =
0.015me is the effective electron mass in InSb,
me is the bare electron mass, and ħ is Planck’s
constant h divided by 2p). Importantly, the g
factor in bulk InSb is very large (g ≈ 50), yield-
ing EZ/B ≈ 1.5 meV/T. As shown below, we find
an induced superconducting gap D ≈ 250 meV.
Thus, for m = 0, we expect to enter the topo-
logical phase for B ~ 0.15 T where EZ starts to
exceed D. The energy gap of the topological
superconductor is estimated to be a few kelvin
(17), if we assume a ballistic nanowire. The
topological gap is substantially reduced in a dis-
ordered wire (18, 19). We have measured mean
free paths of ~300 nm in our wires (15), implying
a quasi-ballistic regime in micrometer-long wires.
With these numbers, we expect Majorana zero-
energy states to become observable below 1 K
and around 0.15 T.

A typical sample is shown in Fig. 1B.We first
fabricate a pattern of narrow (50-nm) and wider
(300-nm) gates on a silicon substrate (20). The
gates are covered by a thin Si3N4 dielectric be-
fore we randomly deposit InSb nanowires. Next,
we electrically contact those nanowires that
have landed properly relative to the gates. The
lower contact in Fig. 1B fully covers the bottom
part of the nanowire. We have designed the up-
per contact to only cover half of the top part of
the nanowire, avoiding complete screening of
the underlying gates. This allows us to change
the Fermi energy in the section of the nanowire
(NW) with induced superconductivity. We have
used either a normal (N) or superconducting (S)
material for the lower and upper contacts, re-
sulting in three sample variations: (i) N-NW-S,
(ii) N-NW-N, and (iii) S-NW-S. Here, we dis-
cuss our main results on the N-NW-S devices,
whereas the other two types, serving as control
devices, are described in (20).

To perform spectroscopy on the induced su-
perconductor, we created a tunnel barrier in the
nanowire by applying a negative voltage to a
narrow gate (dark green area in Fig. 1, B and C).
A bias voltage applied externally between the N
and S contacts drops almost completely across
the tunnel barrier. In this setup, the differential
conductance dI/dV at voltage V and current I is
proportional to the density of states at energy E =
eV (where e is the charge on the electron) relative
to the zero-energy dashed line in Fig. 1C. Figure
1D shows an example taken at B = 0. The two
peaks at T250 meV correspond to the peaks in the
quasi-particle density of states of the induced
superconductor, providing a value for the in-
duced gap, D ≈ 250 meV. We generally find a
finite dI/dV in between these gap edges. We ob-
serve pairs of resonances with energies symmetric
around zero bias superimposed on nonresonant

currents throughout the gap region. Symmetric
resonances likely originate from Andreev bound
states (21, 22), whereas nonresonant current in-
dicates that the proximity gap has not fully de-
veloped (23).

Figure 2 summarizes our main result. Figure
2A shows a set of dI/dV-versus-V traces taken at

increasingB fields in 10-mTsteps from 0 (bottom
trace) to 490 mT (top trace), offset for clarity. We
again observe the gap edges at T250 meV. When
we apply a B field between ~100 and ~400 mT
along the nanowire axis, we observe a peak at
V= 0. The peak has an amplitude up to ~0.05·2e2/h
and is clearly discernible from the background
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Fig. 1. (A) Outline of theoretical proposals. (Top) Conceptual device layout with a semiconducting
nanowire in proximity to an s-wave superconductor. An external B field is aligned parallel to the wire.
The Rashba spin-orbit interaction is indicated as an effective magnetic field, Bso, pointing perpendicular
to the nanowire. The red stars indicate the expected locations of a Majorana pair. (Bottom) Energy, E,
versus momentum, k, for a 1D wire with Rashba spin-orbit interaction, which shifts the spin-down band
(blue) to the left and the spin-up band (red) to the right. Blue and red parabolas are for B = 0; black
curves are for B ≠ 0, illustrating the formation of a gap near k = 0 of size Ez (m is the Fermi energy with
m = 0 defined at the crossing of parabolas at k = 0). The superconductor induces pairing between states
of opposite momentum and opposite spin, creating a gap of size D. (B) Implemented version of the-
oretical proposals. Scanning electron microscope image of the device with normal (N) and super-
conducting (S) contacts. The S contact only covers the right part of the nanowire. The underlying gates,
numbered 1 to 4, are covered with a dielectric. [Note that gate 1 connects two gates, and gate 4
connects four narrow gates; see (C).] (C) (Top) Schematic of our device. (Bottom) illustration of energy
states. The green rectangle indicates the tunnel barrier separating the normal part of the nanowire on
the left from the wire section with induced superconducting gap, D. [In (B), the barrier gate is also
shown in green.] An external voltage, V, applied between N and S drops across the tunnel barrier. Red
stars again indicate the idealized locations of the Majorana pair. Only the left Majorana is probed in
this experiment. (D) Example of differential conductance, dI/dV, versus V at B = 0 and 65 mK, serving
as a spectroscopic measurement on the density of states in the nanowire region below the
superconductor. Data are from device 1. The two large peaks, separated by 2D, correspond to the quasi-
particle singularities above the induced gap. Two smaller subgap peaks, indicated by arrows, likely
correspond to Andreev bound states located symmetrically around zero energy. Measurements are
performed in dilution refrigerators with the use of the standard low-frequency lock-in technique
(frequency = 77 Hz, excitation = 3 mV) in the four-terminal (devices 1 and 3) or two-terminal (device 2)
current-voltage geometry.
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We denote the spin current by PAg→x when the current is
from the Ag!111" to the RB side or by PAg←x otherwise. To
quantify the transport of spin across the boundary, we divide,
on the Ag(111) side, the spin current normal to the boundary
!the difference between the spin-up and spin-down currents"
by the particle current normal to the boundary, i.e., PAg↔x
= !jup− jdn" / jtot. We use the parameters mAg

! /me=0.397 and
E!̄,Ag=−63 meV on the Ag!111" side21 and mx

! /me=−0.25,
E0,x=94 meV, E!̄,x=0, on the RB side.15 The Ag!111" and
RB dispersions are shown in Fig. 4!b".

We plot in Fig. 4!c" PAg←x, and in Fig. 4!d" PAg→x for
different band fillings as described by the value of EF !see
Ref. 22 for computational details". In the absence of RB
coupling, the spin current across the boundary vanishes. The
breaking of the spin-rotation symmetry by the RB coupling
induces a spin current on the Ag!111" side in Figs. 4!c" and
4!d". This induced spin current is strongly enhanced by the
onset of an unconventional FSST when the Fermi level trig-
gers a topological transition of the RB Fermi surface and "i
vanishes. Thus, the RB metal acts as a spin injector or a spin
acceptor depending on the polarity of the applied voltage
difference across the boundary. Finally, even for nonideal
systems, such spin currents might lead to local spin accumu-
lation that could be detected with magnetic scanning tunnel-
ing microscopy.

In conclusion, we have measured with SARPES two dif-
ferent types of Fermi surface spin textures in the
BixPb1−x /Ag!111" surface alloys. They are separated at x
#0.5 by a topological transition in the Fermi surface. In the
conventional situation x# 0.5, the spin polarizations on the
two RB-split Fermi contours rotate in opposite directions. In
the unconventional situation 0.5# x# 0.7, they rotate in the
same direction. Despite the random intermixing of Bi and
Pb, the measured momentum-resolved spin polarizations are
well reproduced by a phenomenological disorder-free nearly-
free-electron RB model in which x merely tunes the Fermi
energy and the curvature of the Fermi sea. At last, we have
argued that RB-like systems with strong spin-orbit splitting
and EF#E!̄ can be used as a spin filter and thus can lead to
a finite spin accumulation in nonmagnetic materials without
the need of any magnetic field.
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