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The inclusive production of $\Lambda$ hyperons in proton-proton collisions at $\sqrt{s} = 3.18$ GeV was measured with HADES at the GSI Helmholtzzentrum für Schwerionenforschung in Darmstadt. The experimental data are compared to a data-based model for individual exclusive $\Lambda$ production channels in the same reaction. The contributions of intermediate resonances such as $\Sigma(1385)$, $\Delta^{++}$, or $N^*$ are considered in detail. In particular, the result of a partial-wave analysis accounts for the abundant $pK^+\Lambda$ final state. Model and data show a reasonable agreement at midrapidities, while a difference is found for larger rapidities. A total $\Lambda$ production cross section in $p+p \rightarrow \Lambda+X$ at $\sqrt{s} = 3.18$ GeV of $\sigma(p+p \rightarrow \Lambda+X) = 207.3 \pm 1.3 \pm 6.9$(stat.) $\pm 8.4$(syst.) $^{+0.1}_{-0.2}$(model.) $\mu$b is found. 
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I. INTRODUCTION

The study of strange hadrons produced in nucleon-nucleon collisions in the few-GeV energy range provides information about their production mechanisms [1]. The understanding of the interaction between strange hadrons and nucleons at different densities can have consequences also for the modeling of the interior of neutron stars since several scenarios include the possible presence of hyperons and kaons within the dense core [2–5]. Experiments at beam energies of a few GeV are particularly suited for these studies; while elementary reactions provide a rather clean environment [6],
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heavy-ion collisions allow for a sizable compression of nuclear matter (up to $3\rho_0$) [7] and hence allow us to probe dense baryonic matter. Prior to an interpretation of data from heavy-ion collisions, where more exotic production mechanisms could occur, one should study strange hadrons, among other $\Lambda$s, in nucleon-nucleon collisions. In particular, the energy regime of a few GeV is characterized by the appearance of intermediate resonances that compete with the nonresonant production of many final states [8]. A finite nuclear density larger than $\rho_0$ and a sizable temperature of the system might modify the properties of the hadrons and also their production mechanisms [9] so that precise reference data are necessary to quantify the expected in-medium effects.

Transport models [10,11] are often used to interpret the measurement of nucleus-nucleus collisions in the few-GeV energy range and these need experimentally constrained differential cross sections for the different reaction channels. Most of the models treat heavy-ion collisions as a superposition of individual nucleon-nucleon reactions, as far as the production of secondary particles is concerned. The question can be asked whether this approximation is appropriate or more complex correlations and interferences are built. A detailed comparison of the differential spectra of strange hadrons produced in $p + p$ and $\Lambda + \Lambda$ collisions can certainly help in resolving this issue [1,12].

The HADES Collaboration has already carried out several exclusive measurements of final states containing strange hadrons. These studies in $p + p$ collisions at a kinetic beam energy of 3.5 GeV have so far focused on the exclusive production of $K^0$ [13,14], $K^+$ [15], $\Lambda$ [16], $\Sigma(1385)^+$ [13,17,18], and $\Lambda(1405)$ [17,19], where for some of these channels also measurements of the angular distributions were possible. One of the goals of these works was to study the contribution of intermediate resonances coupling to the different final states, and in certain cases a clear signature of the impact of these resonances was found [16,17]. As for $\Lambda$ hyperons, a partial-wave analysis (PWA) was employed to analyze the exclusive reaction $pp \rightarrow pK^+\Lambda$ and the contribution of the resonances $N^*(1650,1710,1720,1850,1900,1950)$ was evaluated. The important contribution of $N^*$ resonances to the $pK^+\Lambda$ final state was already pointed out in previous analyses [20,21] but the PWA allows for a more quantitative determination of the contributing resonant and nonresonant channels. In addition to the $pp \rightarrow pK^+\Lambda$ exclusive reaction, many other channels contribute to the inclusive $\Lambda$ production in $p + p$ collisions. In the present work, we propose a model for inclusive $\Lambda$ production which combines the information extracted from the PWA of the $pK^+\Lambda$ final state [20,21] with the measurements of other exclusive channels containing a $\Lambda$ [13,14,16–18,20] and uses estimates for unmeasured channels. All channels have been simulated independently; the $pK^+\Lambda$ yield is obtained from PWA while all other channels are added in an incoherent way. This cocktail is then used to fit the experimental data and to extract the cross section for the $\Lambda$ production and for its various contributing channels.

Our paper is organized as follows. In Sec. II the experimental data are described. Section III presents the production model used for the comparison to the experimental data and the evaluation of the efficiency and acceptance corrections. The latter ones are described in Sec. IV. In Secs. V and VI the comparison of the model to the experimental data and the extraction of the inclusive $\Lambda$ production cross section in $p + p$ collisions at 3.5 GeV are discussed.

II. EXPERIMENTAL DATA

The experimental data were obtained with the High Acceptance Di-electron Spectrometer (HADES) at the heavy-ion synchrotron SIS18 at GSI Helmholtzzentrum für Schwerionenforschung in Darmstadt, Germany. HADES is a charged-particle detector consisting of a six identical detection sections (with a nearly complete azimuthal coverage) centered on the beam axis and covering polar angles between 18° and 85°, and a six-coil toroidal magnet located between two pairs of tracking chambers. Each sector is equipped with a ring-imaging Cherenkov (RICH) detector followed by multiwire drift chambers (MDCs)—two in front of and two behind the magnetic field—as well as the two scintillator hodoscopes TOF and TOFino and a PreShower detector. The hadron identification is based on the correlation between momentum and specific energy-loss information obtained from the MDC tracking detectors. In the following, the TOF-TOFino-PreShower system is referred to as the multiplicity electron trigger array (META). A detailed description of HADES can be found in Ref. [22].

During an experimental campaign in 2007, a proton beam of about $10^6$ particles/s with 3.5 GeV kinetic energy was incident on a liquid hydrogen target of 50 mm thickness corresponding to 0.7% interaction probability. The data read-out was started by a first-level trigger (LVL1) requiring a charged-particle multiplicity, $N \geq 3$, in the META system. A total of $1.14 \times 10^9$ events were recorded under these experimental conditions. A dedicated calibration run without target was also carried out and $1.2 \times 10^6$ events were analyzed to study the contribution by off-target reactions. $\Lambda$ hyperons were reconstructed exploiting the decay $\Lambda \rightarrow p\pi^-$, $B = 63.9\%$ [23]. Since $c\tau_\Lambda = 78.9$ mm, it was possible to apply topological cuts to reduce the background contribution. The first step of the analysis consisted in the selection of the proton and negative pion candidates. This was done applying graphical cuts on the energy loss distribution measured in the MDC (see white curves in Fig. 1) as a function of the particle momentum.

The $\Lambda$ decay point [called secondary vertex (SV)] was associated to the point of closest approach between the proton and pion tracks. The reconstructed $\Lambda$ track was then extrapolated to the target region and the intersection point with all other reconstructed tracks in the same event was computed. This intersection point defines the primary vertex (PV) of the $p + p$ reaction. If no other tracks were available for a given event, the intersection between the $\Lambda$ track candidate and the average beam trajectory was used. The latter is recalculated for each day of data taking. The resolution for the reconstruction of the primary vertex was extracted by analyzing the empty-target data and taking the Kapton windows that enclose the $LH_2$ target as a reference. A resolution of 3.8 mm in the $z$ direction was found. The resolution in the beam direction
of the $\Lambda$ secondary vertex reconstruction was evaluated with simulations and a value of 1.8 mm was determined.

A further analysis of the empty-target events showed the presence of a contamination stemming from hyperons produced in the 50-$\mu$m-thick Kapton windows (weight fractions: 69% of $^{12}$C, 21% of $^{16}$O, 7% of $^{14}$N, and 3% of $^{1}$H) at both ends of the $LH_2$ target. The total contribution of these processes was estimated, considering the relative thickness and density of the targets and assuming a scaling of the cross section with the atomic number $A$, to be between 3% and 6% [24].

The dimensions of the $LH_2$ target extended within $-65 \text{ mm} < z < -15 \text{ mm}$ in length and $r < 5 \text{ mm}$ in radius. Only events with a reconstructed primary vertex localized within the volume defined as a tube of $-50 \text{ mm} < z < -30 \text{ mm}$ length and with a radius of $r < 5 \text{ mm}$ were considered further in the analysis to minimize the contribution of the Kapton windows. This selection of the $z$ coordinate reduces the off-vertex contribution from the Kapton windows to a level of less than one per mille.

In order to minimize the combinatorial background emerging from misidentified or uncorrelated $p\pi^-$ pairs, three topological cuts were applied: (1) the $z$ coordinate of the decay vertex must be larger than the $z$ coordinate of the primary vertex. This cut reduces the background by a factor of two and affects the signal only by 2%, (2) the distance of closest approach (DCA) between the $p$ and $\pi^-$ tracks should be smaller than 10 mm, and (3) the pointing angle (PA) between the spatial vector connecting PV and SV and the momentum vector of $\Lambda$ should be smaller than 0.1 rad.

Additionally, the missing mass (MM) of the reaction $p + p \rightarrow \Lambda + X$ should be larger than 1400 MeV/$c^2$.

Figure 2 shows the resulting $p\pi^-$ invariant mass distribution for three bins in the $p + p$ center-of-mass rapidity together with the fit used to extract the signal strength. The $\Lambda$ peak was fitted with the weighted sum of two Gaussian distributions $G(x, \mu, \sigma)$ with a common mean value $\mu$, two different width parameters $\sigma_1$ and $\sigma_2$, and a relative contribution $c$:

$$S = N[cG(x, \mu, \sigma_1) + (1 - c)G(x, \mu, \sigma_2)],$$

where $N$ is the total amplitude of the signal. The background distribution was modeled using the sum of a polynomial of fifth order and an exponential function. The signal yield and the error were extracted from the fit parameters and their errors. The signal-to-background ratio was calculated integrating the fitted signal and the background functions over a $\mu \pm 3\sigma$ range, where $\sigma = c\sigma_1 + (1 - c)\sigma_2$.

For the integrated $p\pi^-$ invariant mass distribution, the mean value $\mu$ of the reconstructed $\Lambda$ mass is $1115.122 \pm 0.009 \text{ MeV}/c^2$ and the parameters $\sigma_1$, $\sigma_2$, and $c$ are found to be equal to $4.075 \pm 0.094 \text{ MeV}/c^2$, $1.665 \pm 0.023 \text{ MeV}/c^2$, and $0.487 \pm 0.015$, respectively. The reconstructed $\Lambda$ mass is in good agreement with the PDG value [23]. The total yield of reconstructed $\Lambda$s amounts to $(258.2 \pm 1.2) \times 10^3$ with a signal-to-background ratio of 0.47.

Thanks to the large statistics, two differential analyses of the $\Lambda$ yield were carried out: (1) as a function of the particle momentum and cosine of the polar angle, and (2) as a function of the transverse momentum and the rapidity.

FIG. 2. Invariant mass spectrum for proton-pion pairs for three different $y_{c.m.}$ bins. The red solid line shows the signal+background fit, and the black dashed line shows the background component of the fit.
All the kinematic variables were calculated in the beam-target \((p + p)\) center-of-mass system (c.m.). The resulting phase space distributions are shown in Fig. 3 after applying an additional cut on the \(\Lambda\) invariant mass \(1102\, \text{MeV}/c^2 < M_{\Lambda} < 1130\, \text{MeV}/c^2\). These distributions are not corrected for acceptance and efficiency. The geometrical acceptance of HADES allows the reconstruction of \(\Lambda\) hyperons with a momentum between 300 and 930\, MeV/c measured in the center-of-mass system of the \(p + p\) collision system. The polar coverage of 18° to 85° in the laboratory system translates into 53° to 180° in the proton-proton c.m. (i.e., cosine between -1 to 0.6).

In order to obtain differential distributions of the \(\Lambda\) hyperon signal, the phase space distributions were divided into discrete bins of equal size. For the \(\cos\theta_{c.m.}\) and \(p_{c.m.}\) variables, the intervals between \([-1.0, 0.6]\) and \([0, 1.0]\) GeV/c were divided into 8 and 10 bins, respectively. For the \(\gamma_{c.m.}\) and \(p_t\) variables, the intervals between \([-0.8, 0.4]\) and \([0.0, 9.75]\) GeV/c were divided into 6 and 13 bins, respectively. A \(p\pi^-\) invariant mass spectrum was obtained for each of the selected bins by applying the topological selections mentioned above and the same fit procedure as for the integrated spectrum. The signal and the corresponding errors were also calculated in the same way. These values stay consistent within a few percent with respect to the total invariant mass spectrum fit.

## III. Production Model

A model for \(\Lambda\) production in \(p + p\) collisions at \(\sqrt{s} = 3.18\, \text{GeV}\) was built based partially on exclusive measurements carried out by HADES [13,14,16–18], and partially relying on a resonance model [25,26] and results by the COSY Collaboration [20]. The various contributions in the model can be divided into five categories: (1) three-body direct production \((pKY)\), (2) associated resonance production \((\Delta KY)\), (3) intermediate resonance production \((pKY^*)\), (4) double resonance production \((\Delta KY^*)\), and (5) 4-body, 5-body, and higher order phase space production.

Each channel is characterized by a total production cross section \(\sigma_{0}^{(id)}\) and the coefficients \(a_0, a_2, a_4\) that are associated to Legendre polynomials \(P_l(x)\) to describe the anisotropy of the angular distributions. The employed parametrization is

\[
\sigma(x)^{(id)} = \frac{\sigma_{0}^{(id)}}{2}[a_0 P_0(x) + a_2 P_2(x) + a_4 P_4(x)],
\]

where \(x \equiv \cos\theta_{c.m.}\) and (id) denotes the channel number in Table I. The \(\frac{1}{2}\) factor is for normalization of the shape component and \(a_0\) is fixed to 1. In the proton-proton c.m. a symmetric angular distribution with respect to \(x = 0\) must hold true and, therefore, odd-order polynomials were ignored and only the three first even terms were used.

Table I shows a complete list of the different production channels included in the model. The channels with a tag in the column H are those measured exclusively in the same data sample by HADES [13,14,16–18]. For reactions which are not measured at HADES energies, either theoretical predictions from a resonance model [25,26] are used or isospin symmetries are exploited to estimate the cross sections.

An exclusive measurement of the channel \(pp \rightarrow pK^+\Lambda\) allowed us to study the contribution of different \(N^0\) resonances to this final state [16]; the results differ strongly from a phase space model [27]. In our analysis the solutions of a PWA fit were used in the model for the channel \(pp \rightarrow pK^+\Lambda\). The cross section for this channel was evaluated in Ref. [16]. The parameters for the angular distribution shown in Table I were obtained by fitting the \(\Lambda\) polar angle distribution obtained from the PWA. The reaction \(pp \rightarrow \Sigma^0 pK^+\) (no. 2) was measured by the COSY-TOF experiment at \(\sqrt{s} \approx 2.7\, \text{GeV}\) [20]. These data and the other measurements listed in Ref. [28] show an average ratio of about 2.2 between the \(\Lambda\) and \(\Sigma^0\) cross sections. For that reason, the cross section for channel 2 was evaluated by dividing the cross section for channel 1 by a factor 2.2 and assuming an uncertainty of 20%. For the angular distribution, the anisotropy parameters measured by the COSY Collaboration [20] were used for this channel.

Channels with an associated \(\Delta^{++}\) resonance production (3 and 4) were measured exclusively by HADES and also the angular distributions were extracted [13]. No data are available for the associated production with a \(\Delta^+\) resonance (5 and 6), hence these cross sections were constrained to the known cross section for the respective \(\Delta^{++}\) channels applying the following isospin relations: \(\sigma(pp \rightarrow \Lambda \Delta^{++}K^+)/\sigma(pp \rightarrow \Lambda \Delta^+K^+) = 3\). An error of 20% was assumed. The angular
coefficients for channels 5 and 6 were assumed to be equal to those of the corresponding $\Lambda^{++}$ channels (3 and 4).

Channels with an intermediate resonance decaying into a final state containing a $\Lambda$ hyperon are listed in Table I (7–12) and all of them were measured exclusively by HADES [13,17,18]. The angular anisotropy for the reaction $\Sigma(1385)^+nK^+$, followed by the decay $\Sigma(1385)^+ \rightarrow \Lambda\pi^+$, was measured for the $\Sigma(1385)$ and the same distribution was used to simulate this channel. The isospin symmetric reactions (7, 9, and 10) were assigned the same angular coefficients for the $\Lambda$ in the final state. An isotropic angular distribution was assumed for the channels with an intermediate production of a $\Lambda(1405)$ or a $\Lambda(1520)$, since the exclusive measurement of these channels did not show any significant anisotropy [18]. Nevertheless, one should mention that the statistics of the exclusive measurement of these channels was rather limited and hence the assumption could be wrong.

The channels 13–17 represent the $\Lambda$ production via an intermediate resonance with an associated $\Delta$ production. The cross sections for the channels 13–15 were extracted from a fit to an inclusive measurement of $K^0_S$ spectra, also performed by HADES at the same energy [14]. Channels 16 and 17 were considered to have the same yield as channel 15. An estimated error of 20% was assigned to all these cross section values and no angular distributions were implemented. The four-body phase space production was analyzed only in the neutral kaon channel for $\Lambda$ and $\Sigma^0$ [13]. The production threshold for the neutral kaon channel is only 9 MeV higher than the one for the charged kaon channels. This justifies the assumption that the phase space distribution and production cross sections should be the same for all $\Lambda$ or $\Sigma^0$ four-body processes. Therefore, only channels 18 and 21 were considered in the global model and their cross section was scaled by a factor of three to take into account the contribution from channels 19 and 20 and channels 22 and 23, respectively.

Other channels, with a larger number of particles in the final state, were neglected since their total contribution is expected to be negligible at energies below a few GeV.

### IV. CORRECTIONS AND ERROR ESTIMATION

The production model with its input values for the cross sections $\sigma_0^{(id)}$ and angular coefficients $a_{2,4}^{(id)}$ as listed in Table I was used to determine an acceptance correction matrix. Each channel was simulated using the Pluto event generator [29]. First, isotropic distributions of the different final states were simulated and in a second step weights were introduced for each simulated event to account for the channel cross section and the angular distribution. For each reconstructed $\Lambda$ candidate the weight was calculated according to Eq. 2 using the $\theta$ angle depending on the specific channel as indicated in the fourth column of Table I, where the $\sigma_0$ scaling factor
The systematic errors due to the topological cuts reported in Table III are obtained averaging over all the \( p_{c.m.} \) and \( p_t \) bins, respectively. The total errors quoted in Table III were obtained by adding up the topological and acceptance-efficiency-correction errors quadratically.

V. EXPERIMENTAL RESULTS AND COMPARISON TO THE PRODUCTION MODEL

Figures 4 and 5 show the acceptance-corrected, efficiency-corrected, and normalized data as a function of the momentum and polar angle (or transverse momentum and rapidity) for the \( \Lambda \) hyperon calculated in the c.m.

Figures 4 and 5 show the comparison of the acceptance- and efficiency-corrected experimental data to the total production model, as a function of the c.m. momentum \( p_{c.m.} \) for different polar angle \( \cos \theta_{c.m.} \) bins, and transverse momentum \( p_t \) for different rapidity \( y_{c.m.} \) bins, respectively. The red symbols depict the corrected experimental data with the systematic errors shown by the gray boxes. The normalization error is not shown in Figs. 4 and 5 but is considered in the evaluation of the error on the total production cross section. The thick black curve shows the resulting distributions from the production model taking the cross section and anisotropy parameters listed in Table I and the error band corresponds to the total errors calculated adding up the cross section errors of the different channels as independent errors. The different contributions to the model are depicted with color curves. One can see a good agreement between the production model and the experimental data for all \( \cos \theta_{c.m.} \) bins except for the most backward direction. One can also notice that the low momentum range and very forward rapidities are not covered by the HADES acceptance.

The region of \( \cos \theta_{c.m.} < -0.8 \) shows an enhancement of the experimental data with respect to the model, especially in the high momentum region. The sources that mostly contribute in this region of the phase space are the three-body channels \( \Lambda p K^+ \) and \( \Sigma^0 p K^+ \) (nos. 1 and 2 in Table I). Since the \( \Sigma^0 \) channel was never measured for this beam energy, we have scaled the cross section of this channel taking channel 1 as reference and the prescription from \( \sqrt{s} = 2.7 \) GeV for the \( \Lambda \) to \( \Sigma^0 \) ratio and assumed the same anisotropy as for the measurements at lower beam energies [20]. Large systematic errors due to both assumptions cannot be excluded.

Possible candidates for the missing yield are channels with double resonance production (13–17), which were not measured exclusively but their yield was extracted by fitting simulated data to experimental distributions [25,26]. In this case, no assumptions could be made on the corresponding angular distributions that are hence supposed to be flat. The same problem occurs for the channels 18–23 where the cross sections could be estimated but no information about the angular distributions are available.

The contribution of the missing higher order final states in the production model was estimated by fitting the data measured at higher energies [28] with the phase space parametrization discussed in Ref. [14] and extrapolating to the beam energy of this measurement. The total contribution of these channels was found to be only 1 \( \mu \)b.
VI. CROSS SECTION EXTRACTION

The HADES acceptance does not cover the whole phase space region; hence extrapolations must be applied to the experimental data to extract the $4\pi$ yield and the total cross section. In particular, the spectrometer does not cover the forward direction (low polar angles, $\cos\theta_{c.m.} > 0.6$) and low momenta ($p_{c.m.} < 300$ MeV/c). For the region of $p_{c.m.} > 300$ MeV/c, the production model is used to evaluate the $\Delta$ yield. The $\cos\theta_{c.m.}$ and $\gamma_{c.m.}$ distributions are obtained integrating the cross section shown in Figs. 4 and 5 over all c.m. momenta and transverse momenta values, respectively.

Due to the symmetry of forward and backward directions for the c.m. variables in $p + p$ collisions, the $\cos\theta_{c.m.}$ and $\gamma_{c.m.}$ distributions were mirrored at $\cos\theta_{c.m.} = 0$ and $\gamma_{c.m.} = 0$, respectively. If after mirroring two different data points are associated to the same $\cos\theta_{c.m.}$ or $\gamma_{c.m.}$ bin, a new bin content is calculated by the average weighted with the relative error of each data point. The error associated to the average was estimated considering the two errors as independent.

The two panels of Fig. 6 show the differential cross sections as a function of the polar angle and rapidity in the c.m. The full square symbols represent the measured data, the empty squares refer to the mirrored data, and the full triangles correspond to the averaged bins between mirrored and experimental data. For each phase space representation a cross section value was extracted separately, resulting in

$$\sigma(pp \to \Lambda + X) = 205.8 \pm 1.5 \pm 7.1 \pm 8.4 \pm 0.3 \pm 0.4 \, \mu b,$$

$$\sigma(pp \to \Lambda + X) = 208.8 \pm 1.1 \pm 5.0 \pm 8.3 \pm 0.5 \pm 0.6 \, \mu b,$$

$$\sigma(pp \to \Lambda + X) = 208.8 \pm 1.1 \pm 5.0 \pm 8.3 \pm 0.5 \pm 0.6 \, \mu b,$$

(3)

FIG. 4. Corrected experimental data and production model of the differential cross section $d\sigma/dp_{c.m.}$ for different bins of $\cos\theta_{c.m.}$. Statistical and systematic errors are depicted by crosses and boxes, respectively. The solid black and red dashed curves represent the original and refitted production model, respectively. The contribution by the different channels to the original model are depicted by the different curves labeled in the figure legend.

In a second step, the cross section of the different channels in the production model were varied to optimize the description of the experimental data. The cocktail was fit to the experimental data with the cross sections of all the channels as free parameters. The boundary for each cross section was set to the quadratic sum of all the errors (statistical and systematic) of each channel. The resulting model obtained after fitting is shown by the red dashed curve in Figs. 4 and 5. The corresponding cross section for each channel is shown in the last column of Table 1. The error band associated to the result of the fit represents the total error of the model obtained by summing the cross section errors of the different channels. Since the initial cocktail underestimated the corrected experimental spectra in the low transverse momentum region, a general increase of the cross section is expected after the fit. To compensate for the yield increase in the higher $p_{c.m.}$ ($p_t$) ranges, a few channels experienced a decrease of the cross section. All fitted cross sections reached their boundary values (denoted as $\top$ and $\perp$ for upper and lower limits, respectively).
for the $\cos \theta_{c.m.}$ and $y_{c.m.}$ distributions, respectively. The cross sections values were obtained by considering both the measured and mirrored bins. Table IV shows the different contributions to the total cross sections extracted from the two phase space representations. The EXP and SIM labels refer to the contribution to the total cross section from the measured values (EXP) and the extrapolation in the phase space region not covered by the HADES geometrical acceptance via the production model (SIM) before the fit procedure described in Sec. V. $\sigma_{\text{tot}}$ represents the total cross section extracted with the two differential analyses and the difference between SIM+EXP values and $\sigma$ stems from the mirrored bins. One can see that the fraction of the extrapolated yield adds up to about 14% of the total yield and that the mirror bins contribute with about 30%. The shown errors refer to the statistical errors, systematic errors due to the cut variation, and normalization error, and the model error is equal to the sum of all the errors on the cross sections of the different channels. The final total cross section was obtained by averaging of both distributions and is equal to

$$\sigma(pp \rightarrow \Lambda + X) = 207.3 \pm 1.3^{+6.0}_{-7.3} \pm 8.4^{+0.4}_{-0.5} \mu b.$$  (4)

FIG. 5. Same as Fig. 4 for $d\sigma/dp_t$ for different bins of $y_{c.m.}$.

FIG. 6. Differential cross section distribution (a) $d\sigma/d\cos \theta_{c.m.}$ and (b) $d\sigma/dy_{c.m.}$, extrapolated to the whole phase space and integrated over the $p_{t,c.m.}$ and $p_y$ variables, respectively. The full square symbols represent measured data, the empty squares refer to mirrored data, and the full triangles correspond to average between mirrored and measured data.
TABLE IV. Summary of the extracted cross section in $\mu$b. The labels EXP and SIM refer to the contribution to the total cross section from the measured values (EXP) and extrapolation of the not covered phase space region with simulation (SIM), whereas tot refers to the total cross section. The statistical and systematic errors refer to the experimental data and also the total errors on the production model are listed.

<table>
<thead>
<tr>
<th>Phase space</th>
<th>$σ_{\text{EXP}}$</th>
<th>$σ_{\text{SIM}}$</th>
<th>$σ_{\text{tot}}$</th>
<th>$δ_{\text{stat}}$</th>
<th>$δ_{\text{sys}}$</th>
<th>$δ_{\text{model}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{c.m.} \cdot c\cos\theta_{c.m.}$</td>
<td>115.0</td>
<td>27.8</td>
<td>205.8</td>
<td>$±1.5$</td>
<td>$±8.7$</td>
<td>$±8.4$</td>
</tr>
<tr>
<td>$p_{c.m.}$</td>
<td>113.8</td>
<td>27.0</td>
<td>208.8</td>
<td>$±1.1$</td>
<td>$±5.5$</td>
<td>$±8.3$</td>
</tr>
<tr>
<td>Total inclusive</td>
<td>201.2</td>
<td>201.2</td>
<td>201.2</td>
<td>$±4.1$</td>
<td>$±7.6$</td>
<td>$±14.7$</td>
</tr>
<tr>
<td>Model</td>
<td>165.7</td>
<td></td>
<td></td>
<td>$±7.6$</td>
<td></td>
<td>$±8.2$</td>
</tr>
</tbody>
</table>

Table IV contains also the value of the total inclusive $\Lambda$ cross section obtained repeating all analysis steps on the whole nondifferential data sample in the same way as described above for the differential analyses. This cross check delivers a cross section value compatible with both the results of the differential analyses.

The cross section predicted by the production model is also shown in Table IV, it equals to $σ = 165.7^{+7.6}_{-8.2}$ $\mu$b, about 42 $\mu$b lower than the experimental value. The cross section value obtained after the fit of the different channels to the experimental data amounts to $σ = 186.0^{+8.8}_{-9.2}$ $\mu$b.

To describe the anisotropy of the total $\Lambda$ distribution in the $c\cos\theta_{c.m.}$ representation, Eq. 2 was employed to fit the distribution shown in the left panel of Fig. 6. The obtained coefficients $a_2$ and $a_4$ of the $\Lambda$ anisotropy distribution are listed in Table V.

The total cross section from the measurement and from the production model differs by 20%. If a fit of the simulated channels to the experimental data is performed, by varying the nonmeasured production mechanisms, is compared to the experimental data after efficiency and acceptance corrections for the reconstruction efficiency and the geometrical acceptance of the spectrometer. A moderate agreement is found. The differential distributions obtained with the production model underestimate the measured ones in the region of large rapidity. The total cross section from the production model differs by 20%. If a fit of the simulated channels to the experimental data is performed, by varying only the production cross sections within the measured or estimated errors, the difference between the model and the experimental data decreases to 15%.

Beside the lower cross section, there is also a qualitative difference in the angular distribution between the experimental data and the production model. This disagreement could be due to the fact that the cross section and angular distribution for the rather abundant $pK^+\Sigma^0$ channel were only estimated.

VII. DISCUSSION AND SUMMARY

We have measured the inclusive production of $\Lambda$ in $p + p$ collisions at a kinetic beam energy of 3.5 GeV in a fixed target experiment. A total cross section of $207.3 \pm 1.3^{+6.0}_{-7.5} \pm 8.4^{+0.4}_{-0.5}$ $\mu$b is extracted. A production model, composed of exclusive channels measured by HADES and simulations for the nonmeasured production mechanisms, is compared to the experimental data after efficiency and acceptance corrections for the reconstruction efficiency and the geometrical acceptance of the spectrometer. A moderate agreement is found. The differential distributions obtained with the production model underestimate the measured ones in the region of large rapidity. The total cross section from the measurement and from the production model differs by 20%. If a fit of the simulated channels to the experimental data is performed, by varying only the production cross sections within the measured or estimated errors, the difference between the model and the experimental data decreases to 15%.

Beside the lower cross section, there is also a qualitative difference in the angular distribution between the experimental data and the production model. This disagreement could be due to the fact that the cross section and angular distribution for the rather abundant $pK^+\Sigma^0$ channel were only estimated.

Other possible candidates for the missing yield are those channels where $\Lambda$ production is accompanied by a $\Delta$ resonance. Processes where $\Delta$s and $\Lambda$s are produced directly can be currently estimated only with the help of models. Missing higher order final states should contribute with only 1 $\mu$b according to estimations based on the available phase space. It is clear that the two crucial aspects are then the direct measurement of the $\Sigma^0$ channels and the exclusive measurement of the $\Delta$ channels. The current comparison of the production model and inclusive data allowed to extract improved cross section values for the different production channels.

The upcoming upgrade of HADES with an electromagnetic calorimeter and a forward detector will provide the possibility to measure $\Sigma^0 \rightarrow \Lambda \gamma$ decays and reconstruct particles emitted in the very forward direction ($\cos\theta_{c.m.} > 0.75$). New measurements of $p + p$ reactions at the same and similar energies will give the chance to investigate the missing channels and improve the quality of the production model.
future $p + p$ measurements will include the employment of a start detector to improve on the identification of charged kaons and hence will allow for exclusive measurements of production channels with $\Delta$ resonances.
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