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The origin of nematicity, i.e., in-plane rotational symmetry breaking, and in particular the relative role played by spontaneous unidirectional ordering of spin, orbital, or charge degrees of freedom, is a challenging issue of magnetism, unconventional superconductivity, and quantum Hall effect systems, discussed in the context of doped semiconductor systems, such as Ga1−xMnxAs, Cu2B2Se3, and Ga(Al)As/AlGa1−xAs quantum wells, respectively. Here, guided by our experimental and theoretical results for In1−xFe2As, we demonstrate that spinodal phase separation at the growth surface (that has a lower symmetry than the bulk) can lead to a quenched nematic order of alloy components, which then governs low temperature magnetic and magnetotransport properties, in particular the magnetoresistance anisotropy whose theory for the C2v symmetry group is advanced here. These findings, together with earlier data for Ga1−xMnxAs, show under which conditions anisotropic chemical phase separation accounts for the magnitude of transition temperature to a collective phase or merely breaks its rotational symmetry. We address the question to what extent the directional distribution of impurities or alloy components setting in during the growth may account for the observed nematicity in other classes of correlated systems.

I. INTRODUCTION

As noted by Kramers[1], quantum electron hopping between anion p states and open d orbitals of magnetic cations, i.e., p–d hybridization, results in exchange interactions between localized spins. An intricate character of this coupling mechanism accounts for the richness of spontaneous spin and orbital ordering[2] as well as for classical and quantum spin dynamics[3], the questions extensively studied over past decades in the abundant class of magnetic and superconducting compounds. It is, for instance, presently being discussed whether charge, spin, or orbital spatial correlations account for nematic characteristics of iron-based superconductors[4,5] or superconductivity in doped topological insulator[6]. However, it has also been realized that p–d hybridization leads to attractive forces between transition metal (TM) cations in semiconductors[7,8]. It becomes increasingly clear that these forces generate various patterns of the TM distribution in dilute magnetic semiconductors, pre-defined by growth and processing conditions[9]. A question then arises about the role played by quenched non-randomness in the nematicity of collective phases, i.e., in the unexpected two-fold in-plane anisotropy of tetragonal or trigonal ferromagnets and superconductors.

Recent comprehensive studies of (In,Fe)As and (In,Fe)As:Be grown by low-temperature molecular beam epitaxy (LT-MBE)[10,11] have indicated that this system forms a class of materials with properties distinctly different compared to those found for (Ga,Mn)As and (Ga,Mn)As:Be in which holes mediate ferromagnetic interactions between randomly distributed Mn ions[12,13]. In particular: (i) (In,Fe)As:Be is n-type but nevertheless ferromagnetic[10]; (ii) the shape component dominates magnetic anisotropy[10], whereas the crystalline contribution, breaking rotational symmetry, governs in the case of (Ga,Mn)As[14]; (iii) the anisotropic magnetoresistance (AMR) depends on the orientation of magnetization with respect to crystallographic axes (the "crystalline" AMR)[15] rather than on the current direction as in (Ga,Mn)As in which the "noncrystalline" AMR dominates[16]; and (iv) in contrast to (Ga,Mn)As and (Ga,Mn)As:Be, the distribution of Fe ions is nonuniform in (In,Fe)As:Be[12].

In this paper we report on a series of experiments carried out for recrystallized films of Fe-implanted InAs, which reveals a hitherto unobserved character of the distribution of magnetic ions in a semiconductor host and the associated magnetic properties. With the aid of ab initio computations we identify microscopic mechanisms accounting for the observed anisotropic nanoscale chemical phase separation, and we explain surprising properties of magnetic anisotropy and AMR, making use of the AMR theory developed here for the C2v symmetry group up to eighth order. In more general terms, we
discuss how the sign and magnitude of the charge transfer energy specifying a particular magnetic impurity in a given host [16, 17] determine not only the electrical activity of the impurity and its charge state, but also the incorporation of non-magnetic dopants and the aggregation of the magnetic constituent, contrasting (In,Fe)As and (Ga,Mn)As. Our results indicate that in specific cases, quenched anisotropic distribution of dopants or defects rather than spontaneous in-plane uniaxial ordering of electronic degrees of freedom can account, often via spin-orbit interactions, for nematicity of low-temperature collective phases. In this context we refer—in the final part of our paper—to the case of intercalated superconducting FeSe and Bi₂Se₃. We also note that AMR theory discussed here may elucidate the origin of "noncrystalline" in-plane AMR of Ga(Al)As/AlₓGa₁₋ₓAs quantum wells in the quantum Hall effect regime, whereas the lowering of symmetry to C₂ᵥ in these epitaxial structures could explain crystalline anisotropy of longitudinal resistance observed under these conditions.

II. VISUALIZATION OF ANISOTROPIC SPINODAL PHASE SEPARATION IN RECRYSTALLIZED (In,Fe)As

A. Growth of (In,Fe)As layers

Implantation of Fe ions into a (001) InAs wafer is carried out at an energy of 100 keV to a fluence of 1 × 10¹⁶ cm⁻². During implantation, the wafer is tilted by 7° with respect to the ion beam to avoid channeling effects. According to the stopping and range of ions in matter (SRIM) simulation code [18], the projected range (R₀) and the longitudinal straggling (ΔR₀) for the Fe distribution are calculated to be 58 and 36 nm, respectively. Then, a UV pulsed laser (pulse duration = 28 ns) with a wavelength of 308 nm is employed to recrystallize the as-implanted InAs layer [19, 20]. During the pulsed laser melting (PLM) process, the near-surface layer including the whole Fe-implanted region is molten, whereas the bulk substrate remains at ambient temperature. After the pulse, the molten layer starts to cool down. The resulting recrystallization process, proceeding from the interface to the surface, completes within a microsecond time range.

B. Structural and chemical characterization

1. Electron microscopy and energy-dispersive x-ray spectroscopy

The results of structural and chemical nanocharacterization by electron microscopy of our (In,Fe)As layers, collected in Figs. 1 and 2, reveal the presence of a few nanometers’ thick and about 90 nm long Fe-rich (Fe,In)As nanocrystals embedded in the InAs matrix in the form of lamellae parallel to the (110) planes. These nanocrystals are only observed in the PLM-regrown layer. The aggregation of Fe cations has a character of the chemical phase separation as it occurs without deteriorating the zinc-blende crystal structure [Fig. 1(d)] and, it can therefore, be determined only by element-specific methods. This is further confirmed by energy-dispersive x-ray spectroscopy (EDXS) showing the uniform As distribution, while there is Fe in the regions where In gets depleted (Fig. 2).
tering angle of 170°. The channeling effect appears if the film is aligned such that the InAs [001] axis is parallel to the impinging He⁺ beam. The selected RBS spectra are plotted in Fig. 4 allowing a comparison of the crystallization degree of a virgin InAs, an as-Fe-implanted InAs without any treatment, and after melting by the pulsed laser and subsequent recrystallization. From the random spectra, indium and arsenic signals are both prominent, whereas the Fe signal is not visible due to its low concentration as Fe-implantation leads to sizable damage of the InAs matrix. However, after PLM, the presence of the channeling effect confirms the recrystallization of the implanted layer and an incorporation of Fe atoms onto lattice sites.

Interestingly, the Fe-doped layer quality after regrowth compares favorably to the quality of the virgin InAs wafer. To quantify the crystalline quality, \( \chi_{\text{min}} \), the ratio of the backscattering yield between the channeling and the random spectra, is calculated. Values of 7% and 5.4% are obtained for the PLM regrown Fe doped InAs and the reference InAs substrate, respectively. This crystalline quality is comparable to homogeneous epitaxial films of dilute magnetic semiconductors (DMSs) prepared by the same approach, e.g., (Ga,Mn)As and (Ga,Mn)P. Importantly, \( \chi_{\text{min}} \) for our Fe-implanted and subsequent recrystallized InAs samples is significantly smaller compared to Fe implanted ZnO or TiO₂ after long time furnace annealing, where the crystalline phase separation (i.e., precipitation of a secondary phase) takes place. Altogether, the results of structural and chemical characterization give a strong evidence for a single-crystalline structure of the PLM treated Fe-implanted InAs samples.

In summary, the nano-lamellae length determined by TEM matches the Fe distribution width measured by SIMS. In addition, according to the Rutherford backscattering spectroscopy, no interstitial atoms are present in the Fe-doped region.

2. Secondary ion mass spectroscopy and Rutherford backscattering

Secondary ion mass spectrometry (SIMS) measurements have been employed to obtain information on the Fe depth profile of as-implanted and laser treated samples. Three different sample regions have been chosen to check layer homogeneity (Fig. 3). Iron atoms reside in a range from the surface down to a depth of 150 nm. An overlap of curves showing results for three scans proves the homogeneity of the film at a micrometer scale. It is worth mentioning that after pulsed laser annealing almost two thirds of implanted atoms diffuse into the surface and form an amorphous Fe-rich layer, which gives rise to the intense Fe SIMS signal at the surface region. The remaining Fe atom density in InAs lies between 2.5% and a maximum value of 3.1% within the longitudinal straggling region. The shape of the iron atom distribution is modified by the laser pulse: the Gaussian shape disappears and the peak position shifts to around 70 nm.

The recrystallization of the Fe-rich nano-region and of the InAs matrix is investigated by Rutherford backscattering spectrometry (RBS)/channeling spectrometry. In particular, the channeling effect appears if the film is fully recrystallized and pseudomorphic with the InAs substrate. During the RBS measurement, a collimated 1.7 MeV He⁺ beam with a 10-20 nA beam current is applied, and the scattered ions are collected at a backscattering angle of 170°. The channeling spectra are recorded by aligning the InAs [001] axis parallel to the impinging He⁺ beam. The selected RBS spectra are plotted in Fig. 3, allowing a comparison of the crystallization degree of a virgin InAs, an as-Fe-implanted InAs without any treatment, and after melting by the pulsed laser and subsequent recrystallization. From the random spectra, indium and arsenic signals are both prominent, whereas the Fe signal is not visible due to its low concentration of only several percent and overlapping with the arsenic and indium signals. As shown in Fig. 4, the channeling effect in the as-implanted layer is strongly suppressed, similarly to Mn-implanted GaAs indicating that the Fe-implantation leads to sizable damage of the InAs matrix. However, after PLM, the presence of the channeling effect confirms the recrystallization of the implanted layer and an incorporation of Fe atoms onto lattice sites.

FIG. 2. (Color online) Chemical analysis of the nano-lamellar structure. (a) High-angle annular dark-field scanning TEM image of the same specimen region as shown in the bright-field TEM micrograph of Fig. 1(c) together with the (b) iron, (c) indium, and (d) arsenic element distributions obtained by EDXS for the area marked with the white rectangle in part (a).

FIG. 3. Depth dependent Fe concentration by secondary ion mass spectrometry (SIMS) and SRIM simulation.
FIG. 4. Rutherford backscattering spectrometry random (R) and channeling (C) spectra for virgin InAs (squares and circles, respectively), an as-Fe-implanted InAs (triangles) and pulsed laser melting treated (solid lines) samples.

3. Conversion electron Mössbauer spectroscopy

One recrystallized film has also been probed by means of room-temperature conversion electron Mössbauer spectroscopy (CEMS). The spectrum [Fig. 5(a)] shows a broad asymmetric doublet that points to a distribution of the hyperfine parameters arising from the quadrupole interaction. Using the NORMOS routine the best fit is achieved assuming two quadrupole distributions shown in Fig. 5(b). One of them (68% of the spectral area) has an isomeric shift of IS = 0.42 mm/s with respect to α-Fe and a quadrupole splitting of QS ~ 0.5 mm/s at the maximum of the distribution. The other one (32% of the spectral area) shows both a single line part with zero splitting and broader splitting between 0.65 and 0.9 mm/s with an isomeric shift of 0.30 mm/s.

The hyperfine parameters of the first distribution are close to those of FeAs 27 where IS = 0.49 mm/s and QS = 0.55 mm/s, as well as Fe doped InAs in which IS = 0.5 mm/s and QS = 0.45 mm/s are observed. The higher s-electron density and the variation of interatomic distances might be related to the distribution of indium atoms in the neighborhood of the 57Fe isotope. Our and previous literature results point to Fe-vacancy complexes in the defective surface region and substitutional Fe atoms in the bulk region. Our experiments are surface sensitive with the probed depth of about 50 nm. Further hints towards a highly defective surrounding can be found in Ref. 28 reporting on the implantation of 57Mn isotopes into InAs at 60 keV at low fluences. The authors found a prominent singlet line that they relate to the substitutional Mn on the indium sites. The relative contribution of the singlet line increases after annealing while the participation of the doublets (IS = 0.62 mm/s, QS = 1.22 mm/s and IS = −0.29 mm/s, QS = 0.65 mm/s) decreases. The doublet was assigned to the 57Fe isotopes in a highly defective region such as the surface Fe-rich amorphous layer. Similar observations were reported for Fe doped p-type GaAs. 29 It was found that in the defective surface region an asymmetric doublet can be observed, which can be decomposed into a doublet and a singlet, the former with IS = 0.45 mm/s and QS = 0.95 mm/s.

In summary, our experiments are surface sensitive with a probed depth of about 50 nm. In this region, about 70% of Fe occupy cation substitutional positions in the zinc-blende lattice, i.e., they form Fe–As bonds. The remaining Fe ions reside presumably in the defective and amorphous surface layer.
III. MAGNETIC PROPERTIES OF RECRYSTALLIZED (In,Fe)As

All magnetic measurements are carried out using about 20 cm long and 1.5 mm wide silicon strips to support the investigated specimen in the magnetometer’s sample chamber. The adequate experimental code for minute signals measurement has been strictly observed. Importantly for such studies, the truly near-zero field conditions in the sample chamber ($H \approx 0.1 \text{ Oe}$, as established using a Dy$_2$O$_3$ paramagnetic salt) are achieved by degaussing the magnetometer with an oscillating magnetic field of decreasing amplitude from 30 kOe to about 600 Oe, followed by a soft quench of the SQUID’s superconducting magnet (using the so called “magnet reset” option). The soft quench is also routinely performed prior to the zero-field studies such as the thermoremanent moment (TRM, the measurement of the remanent moment on increasing $T$) and during thermal cycling of the sample brought beforehand to its remanence.

Magnetic-field-dependent hysteresis loops at various temperatures of the Fe-implanted InAs sample, studied according to an experimental procedure developed previously, are shown in Fig. 6(a). The magnitude of magnetization and magnetic hysteresis loops point to ferromagnetic coupling within Fe-rich nano-lamellae, which is challenging, particularly considering antiferromagnetic spin ordering found experimentally for FeAs layers in BaFe$_2$As$_2$-type systems and predicted computationally for zinc-blende FeAs. The coercivity vanishes around 50 K, decaying exponentially to zero upon increasing temperature, as shown in the inset to Fig. 6(a). Although magnetization at a given magnetic field $H$ decreases with temperature, non-zero field-induced magnetization is still detectable at room temperature. This indicates, assuming that a contribution from the Fe-rich amorphous surface layer is negligible, that the Curie temperature $T_C$ of (Fe,In)As is higher than room temperature.

The coercivity behavior, together with the temperature dependence of magnetization after zero-field cooling and field-cooling processes under different fields and temperature cycling presented in Figs. 6(b,c), point clearly to the absence of long-range ferromagnetism and a blocked-superparamagnetic (B-SP) character of the studied sample. In particular, each thermal cycle (the whole process is shown in the inset to Fig. 6(c)] consists of warming up the sample to a progressively higher temperature followed by re-cooling to the base temperature of below 5 K. This measurement allows us to distinguish a decaying (with temperature) part of the sample remanent moment (that is the dynamically blocked one by energy barriers) from that related to the spontaneous magnetization in the equilibrium state under zero field conditions. This behavior results from the highly non-random distribution of Fe cations, in contrast to the case of (Ga,Mn)As grown by LT-MBE, in which typically weak B-SP signatures coexist with the long-range ferromagnetic order, and stem from the electronic phase separation, i.e., disorder-induced mesoscopic fluctuations in the hole density. Interestingly, a tiny asymmetry in the occupation by Mn of the [110] and [110] directions explains a strong uniaxial in-plane magnetic anisotropy of ferromagnetism in (001)(Ga,Mn)As epilayer. No such in-plane uniaxial magnetic anisotropy is observed in our (In,Fe)As films [Fig. 6(d)] confirming that ferromagnetic nano-lamellae assume the zinc-blende structure for which the [110] and [110] directions are equivalent.
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implanted and recrystallized (In,Fe)As layers, such measurements were successfully performed for MBE-grown highly conducting (In,Fe)As:Be films inserted between thin InAs buffer and cap layers deposited onto semi-insulating GaAs substrates. We show in this section that anisotropic magnetoresistance (AMR) data obtained for epitaxial (In,Fe)As:Be samples are consistent with the $C_{2v}$ symmetry. This indicates that anisotropic phase separation sets in during the epitaxial growth of (In,Fe)As:Be.

A. General theory of AMR

Due to spin-orbit coupling, the magnitude of tensor components describing charge and heat transport depends on the orientation of carrier spin polarization vector $\mathbf{P}$ with respect to symmetry axes and the direction of charge or heat current. In magnetic materials $\mathbf{P}$ is usually collinear with the magnetization vector $\mathbf{M}$ whereas, in non-magnetic cases with the direction of an external magnetic field $\mathbf{H}$. In general, the spin-orbit phenomena compete with effects of the Lorentz force and Landau quantization as well as with spin effects, such as spin disorder scattering present also in the absence of spin-orbit interactions. Of course, the magnitude of all these phenomena is modified by correlation effects, and the implementation of the group theory should consider the existence of spontaneous symmetry breaking in collective phases.

We consider the longitudinal AMR and the planar Hall effect (PHE), i.e., the transverse AMR of thin ferromagnetic films as a function of the in-plane directions of magnetization $\mathbf{M}$ and electric current $\mathbf{i}$. The formalism is valid also for non-magnetic materials by replacing the direction of $\mathbf{M}$ by the direction of the in-plane component of the magnetic field $\mathbf{H}$. In this geometry, spin-orbit effects usually account for non-zero AMR and PHE. Both AMR and PHE are described by in-plane resistivity tensor components symmetric in magnetization, $\rho_{ij}(\mathbf{M})$, where the subscripts $i,j \in (1,2) = (x,y)$ correspond to two orthogonal axes of the crystal under considerations, and $\mathbf{M} = (M_x, M_y)$ is a unit vector in the $\mathbf{M}$ direction in the same reference frame. In general, the in-plane resistivity tensor $\rho_{ij}(\mathbf{M})$ can be expanded into MacLaurin’s series,

$$
\rho_{ij}(\mathbf{M}) = \rho_{ij}(\mathbf{M}^0) + a_{ij} + a_{klmij} M_k M_l M_m + \ldots
$$

where $\rho_{ij}(\mathbf{M}) = \rho_{ij}(\mathbf{M})$ in our case and, thus, it is symmetric under any interchange of the indices $k,l,...$.

The longitudinal resistance, for the in-plane current $\mathbf{i}$ directed along the unit vector $\hat{\mathbf{M}} = (\beta_1, \beta_2)$ =...
(cos \varphi, \sin \varphi) in the same reference frame, is given by,
\[ \rho_L \equiv \rho_L(\hat{\alpha}, \hat{\beta}) = \rho_{ij}\beta_i\beta_j = \rho_{11}\beta_1^2 + \rho_{22}\beta_2^2 + 2\rho_{12}\beta_1\beta_2, \]
whereas the planar Hall effect by,
\[ \rho_{PH} \equiv \rho_{PH}(\hat{\alpha}, \hat{\beta}) = \rho_{ij}\beta_i\beta_j = \rho_{11}\beta_1'\beta_1 + \rho_{22}\beta_2'\beta_2 + \rho_{12}\beta_1'\beta_2 + \rho_{21}\beta_2'\beta_1, \]
where \( \hat{\beta} = (-\sin \varphi, \cos \varphi) \) is a unit vector perpendicular to \( \hat{i} \).

We derive formulas for the longitudinal and transverse resistances (up to the eighth order) for the case of thin films possessing the \( C_{2v} \) point group symmetry, as implied by the presence of Fe-rich lamellae oriented along the [110] in-plane direction. As detailed in Appendix, the longitudinal resistance assumes the form,
\[ \rho_L(\theta, \varphi) = \rho_{xx}(\theta) \cos^2(\varphi) + \rho_{yy}(\theta) \sin^2(\varphi) + 2\rho_{xy}(\theta) \cos(\varphi) \sin(\varphi), \]
where the angles \( \theta, \varphi \) are defined in reference to the [110] crystallographic direction (see Fig. 9).

The planar Hall effect can be then expressed as,
\[ \rho_{PH}(\theta, \varphi) = -\frac{1}{2}\rho_{xx}(\theta) \sin(2\varphi) + \frac{1}{2}\rho_{yy}(\theta) \sin(2\varphi) + \rho_{xy}(\theta) \cos(2\varphi). \]

Now we introduce angle \( \phi \) between the directions of the magnetization \( \mathbf{M} \) and the current \( \hat{i} \). The configuration involving \( \theta \) and \( \phi \) angles is commonly used in experimental setups. The coordinate system and the definitions of particular angles are presented in Fig. 9. Hence, the longitudinal and transverse resistivity assumes the form,
\[ \rho_L(\theta, \phi) = \rho_{xx}(\theta) \cos^2(\theta - \phi) + \rho_{yy}(\theta) \sin^2(\theta - \phi) + \rho_{xy}(\theta) \sin(2\theta - 2\phi), \]
third terms in the Eq. 7 vanish, and hence, the longitudinal magnetoresistance has the form,
\[ \rho_L(\theta, \phi = \theta) = \rho_{xx} = C_0 + C_2 \cos(2\theta) + C_4 \cos(4\theta) + C_6 \cos(6\theta) + C_8 \cos(8\theta), \]
which we use to describe experimental results reported in Ref. 11 for (In,Fe)As:Be grown by MBE. As shown in Fig. 10(a), we have fitted our theory to 69 data points. Since the model considered previously^1^ considered only \( C_2, C_4, C_8 \) terms and estimated the \( C_i \) values from peak positions, the coefficients determined here, \( C_0 = 0.055\%, C_2 = -0.034\%, C_4 = -0.007\%, C_6 = -0.002\%, C_8 = 0.008\% \), are more realistic. The two largest correspond to the two- and eight-fold contributions, in agreement with the previous conclusion. A non-zero value of \( C_2 \) points to the \( C_{2v} \) point symmetry, whereas relative magnitudes of other coefficients reflect details of the nano-lamella arrangement, and vary from sample to sample. In particular, in the case of samples with a higher electron concentration, the two-fold character of the AMR dominates, i.e., \( |C_2| \gg |C_i| \), where \( i = 4, 6, \) and 8.

C. AMR – current \( \hat{i} \parallel [110] \) direction

When current is parallel to [110] then \( \phi = \theta + \pi/2 \), and hence, the longitudinal magnetoresistance has the form
\[ \rho_L(\theta, \phi = \theta + \pi/2) \equiv \rho_{yy} = D_0 + D_2 \cos(2\theta) + D_4 \cos(4\theta) + D_6 \cos(6\theta) + D_8 \cos(8\theta). \]

In this case we have fitted our model to 70 data points reported in Ref. 11. The coefficients obtained from the best fit are \( D_0 = 0.066\%, D_2 = -0.047\%, D_4 = -0.005\%, D_6 = -0.002\%, D_8 = 0.008\% \). The fitted curve is presented in the Fig. 10(b). We want to notice that although the longitudinal magnetoresistance for current along either [110] or [110] has the same cosine terms, the coefficients are not equal. This may be assigned to an expected inequality between \( \sigma_{xx} \) and \( \sigma_{yy} \) in the \( C_{2v} \) case and/or may originate from differences in the details of Fe distributions in these two devices.
D. Planar Hall effect

We also present the results for the planar Hall effect for the same two current orientations: when the current is parallel to [110] crystallographic direction then $\rho_{PH}(\phi = \theta) = \rho_{xy}$, and if the current is directed along [110] then $\rho_{PH}(\phi = \theta + \pi/2) = -\rho_{xy}$ (see Eq. [8]). The fitted curves are presented in Fig. 11 as a function of $\theta$ for samples showing primarily the two-fold character in the longitudinal AMR. The parameters obtained from the best fits for $i \parallel [110]$, and $i \parallel [\bar{1}10]$ are $S_2 = -1.8 \times 10^{-3}$%, $S_4 = S_6 = S_8 = 0$, and $S_2 = 2.5 \times 10^{-3}$%, $S_4 = 0.3 \times 10^{-3}$%, $S_6 = S_8 = 0$, respectively. In both cases an angle-independent parameter has been added to the fits, which does not result from the symmetry consideration, as according to the formula for $\rho_{xy}$ in Eq. [A3] there is no such a term. It may arise from an experimental offset. Furthermore, while—as expected—the signs of $\rho_{PH}(\phi = \theta)$ and $\rho_{PH}(\phi = \theta + \pi/2)$ are reversed, the absolute values of the PHE signals are not equal indicating the existence of certain differences in details of Fe distributions in the two studied devices.

VI. DISCUSSION OF NEMATICITY ORIGIN IN (In,Fe)As, (Ga,Mn)As, AND OTHER SYSTEMS

A. Comparison of recrystallized (In,Fe)As and epitaxial (In,Fe)As:Be

As could be expected, no evidences for Fe aggregation was found for (In,Fe)As samples obtained by LT-MBE, as under such growth conditions slow surface diffusion precludes the thermal equilibrium distribution
of Fe cations. Similarly to Mn$^{2+}$ in II-VI compounds, the Fe$^{3+}$ ions act in InAs as substitutional randomly distributed isoelectronic impurities that, due to large inter-spin distances, are weakly coupled by exchange interactions$^{10}$ that are expected to be ruled by short-range antiferromagnetic superexchange in the $d^5$ case$^{13}$. We claim, however, that the distribution of Fe cations in Be-doped (In,Fe)As epitaxial films$^{13}$ is similar to that found in our recrystallized (In,Fe)As samples, i.e., it assumes the form of spatially oriented Fe-rich nanolamellae presented in Figs. 1 and 2, whose formation mechanism is explained with the aid of ab initio computations in Sec. [IV]. Indeed, these two systems show similar magnitudes of blocking temperature and the behavior of thermoremanent magnetization$^{10}$. Most importantly, as already shown in Sec. [V], we can explain, by extending to eighth order the AMR theory for the $C_{2v}$ crystal symmetry, the surprising nematicity of (In,Fe)As:Be, as revealed by two-fold and eight-fold “crystalline” AMR$^{11}$. The $C_{2v}$ symmetry is actually experienced by current-carrying electrons moving in-plane of a (001) zinc-blende film with lamellae parallel to the (110) surface. Good agreement between the experimental and theoretical data on the longitudinal and transverse AMR, i.e., the planar Hall effect (PHE), together with the magnitudes of the determined parameters, demonstrates a strong symmetry breaking, $D_{2d} \rightarrow C_{2v}$, in MBE-grown (In,Fe)As:Be films$^{11}$. This points to the presence of unidirectionally oriented lamellae also in those films and explains why “crystalline” terms dominate the character of AMR. It might appear that the presence of spatially oriented ferromagnetic Fe-rich nano-lamellae should lead to strong and nematic crystalline magnetic anisotropy. Actually this is not the case, as ferromagnetism originates from cubic zinc-blende Fe-rich nano-regions. Since in the cubic case the [110] and [110] crystal axes are equivalent, no differences in the behavior of $M(H)$ are expected for the magnetic field $H$ oriented in either of these two in-plane directions, as observed [Fig. 6(d)]. For the same reason, there is no crystalline magnetic anisotropy between [100] and [001] crystal axes, so that in this case the shape anisotropy dominates in the (001) films, as indeed found for epitaxial (In,Fe)As:Be layers$^{10}$. As shape magnetic anisotropy is driven by long range dipole interactions between magnetic moments, its magnitude is determined by the value of average magnetization and by specimen shape, whereas a non-random distribution of Fe ions at the nanoscale is irrelevant in this case.

**B. (In,Fe)As vs. (Ga,Mn)As**

Experimental results accumulated for recrystallized and epitaxial films of (In,Fe)As and (In,Fe)As:Be, respectively demonstrate that these systems constitute a markedly different class of materials compered to (Ga,Mn)As and (Ga,Mn)As:Be obtained by the same methods. In particular, the previous and present studies reveal five major differences.

First, (Ga,Mn)As and (Ga,Mn)As:Be are $p$-type, in which valence band holes mediate ferromagnetic coupling between spins localized on randomly distributed Mn ions$^{13,14}$. This is in contrast to (In,Fe)As and (In,Fe)As:Be, which are $n$-type$^{10}$ but nevertheless recrystallized (In,Fe)As layers (Fig. 6) and MBE-grown (In,Fe)As:Be films$^{10}$ show ferromagnetic features. Second, the “noncrystalline” AMR takes over in (Ga,Mn)As$^{15}$, in contrast to the case of (In,Fe)As:Be in which symmetry breaking two-fold crystalline AMR prevails$^{11}$ and points to nematic $C_{2v}$ symmetry, as shown in Figs. 10 and 11. Third, magnetic anisotropy of (Ga,Mn)As and (Ga,Mn)As:Be is governed by crystalline contributions that break tetragonal symmetry of the films$^{13}$, whereas no breaking of cubic magnetic anisotropy, i.e., no nematicity of magnetic anisotropy, is found in recrystallized (In,Fe)As [Fig. 6(d)] and (In,Fe)As:Be$^{10}$. Fourth, in contrast to the case of Mn in (Ga,Mn)As and (Ga,Mn)As:Be, the distribution of Fe ions is highly nonuniform in recrystallized films of (In,Fe)As (Figs. 1 and 2) and in MBE-grown (In,Fe)As:Be$^{12}$. Finally, a substantial concentration of interstitial Mn donors was detected in (Ga,Mn)As$^{12}$ and (Ga,Mn)As:Be$^{13}$, whereas no Fe interstitials are found by our Rutherford backscattering studies of recrystallized (In,Fe)As (Sec. [II B 2]).

We argue that the above differences result from the opposite sign of the charge transfer energy $E_{ct}$ in these two classes of magnetic semiconductors. Because of the intrashell electron exchange coupling among $d$ electrons, this energy, i.e., the position of the TM acceptor state with respect to the top of the valence band, is negative for Mn in GaAs but positive for Fe in InAs$^{17}$. This accounts for the acceptor nature of Mn in GaAs, and the isoelectronic character of Fe in InAs. However, compared to widely studied II-VI compounds with Mn in the $d^5$ configuration, the magnitude of $E_{ct}$ is much smaller in the Fe case, so that the Fe acceptor level resides in the bandgap or only slightly higher than the bottom of the conduction band in InAs$^{17}$. By this fact, we explain why Be acts as a substitutional acceptor in InAs but as an interstitial donor in (In,Fe)As, as established for films grown by MBE$^{10}$. Indeed, trapping of electrons by Be allows us to avoid an increase of the system energy associated with either reducing the number of electrons in the bonding states (i.e., introducing holes to the valence band) or increasing the number of electrons in the antibonding states (i.e., occupying the conduction band). Experimental results imply also that the process of interstitial formation, accompanied by the appearance of cation vacancies and charging of Fe ions, facilitates the aggregation of Fe even under MBE growth conditions, i.e., at relatively low temperatures. The assembling of Fe-rich nano-lamellae is associated with a release of electrons provided by Be to the conduction band, making the material $n$-type$^{10}$.

The aforementioned formation of interstitial donors occurs also in the case of (Ga,Mn)As and (Ga,Mn)As:Be
but involves primarily Mn acceptors \(^{44,45}\). This process reduces the hole concentration and \(T_C\) of (Ga,Mn)As \(^{44}\) and also of (Ga,Mn)As:Be provided that co-doping by Be is performed during the epitaxy of (Ga,Mn)As \(^{45}\). The preferential aggregation of Mn along the [110] direction leads to in-plane uniaxial crystalline magnetic anisotropy \(^{37}\), essential for many celebrated spintronic functionalities of (Ga,Mn)As \(^{13,14}\). However, the magnetic anisotropy magnitude implies a low degree of anisotropic phase separation \(^{37}\) and, accordingly, it can hardly be visualized directly by nanocharacterization tools, and affects rather weakly AMR of (Ga,Mn)As \(^{15}\).

C. Effects of chemical phase separation in other systems

Having elucidating the origin of nematicity, i.e., of the rotational symmetry breaking \(D_{2d} \rightarrow C_{2v}\), in (In,Fe)As and (Ga,Mn)As we address the question of to what extent chemical phase separation might account for the nematic characteristic of other systems. In particular, we consider the case of unconventional superconductors and III-V semiconductors in the quantum Hall effect regime.

Interestingly, lamella-like structures of Fe-rich K\(_2\)Fe\(_2\)Se\(_2\) extending along [110] and [110] directions, and surrounded by an Fe-poor K\(_2\)Fe\(_{2−y}\)Se\(_2\) matrix with a different crystal structure were identified by nanocharacterization tools \(^{40,45}\). These lamellae are formed by chemical phase separation \(^{48}\) and account for the superconducting phase transition with an onset at temperature as high as 44 K \(^{23}\).

It was also shown that interactions between impurities intercalated into the van der Waals gaps of Bi\(_2\)Se\(_3\) result in the formation of impurity stripe domains \(^{39,40}\). It is then natural to suggest that these stripes account for the orientation of the nematic axis in the superconducting phase of Cu\(_x\), Nb\(_x\), and Sr-doped topological insulator Bi\(_2\)Se\(_3\) (Refs. \(^{51,55}\)), strong candidate materials for the unmatched class of odd parity superconductors \(^{56}\).

It can be expected that anisotropic chemical phase separation revealed here for (In,Fe)As is an immanent property of epitaxial growth of zinc-blende alloys, though its experimental relevance will, of course, depend on alloy components and growth parameters. We note that a highly anisotropic ripple structure was found in GaAs with vacancies, and assigned to the anisotropy of surface diffusion along [110] and [110] direction \(^{49}\), the mechanism that may contribute also to the anisotropic phase separation reported here. Epitaxy-induced anisotropy in the angular distribution of alloy components, impurities or defects—acting often together with structural inversion asymmetry—lowers rotational symmetry of eplayers and quantum wells to \(C_{2v}\). This leads to apparent nematicity that can manifest itself as, for instance, a difference in the magnitude of in-plane longitudinal resistance measured along the [110] and [110] directions, \(\rho_{xx} \neq \rho_{yy}\). An interesting question arises on whether this quenched anisotropy, or rather spontaneous symmetry breaking by a charge density formation, accounts for \(\rho_{xx} \neq \rho_{yy}\) revealed in Ga(Al)As/Al\(_x\)Ga\(_{1−x}\)As quantum wells under quantum Hall effect conditions \(^{48,49}\). Of course, in addition to the "crystalline" effect, a "non-crystalline" AMR is brought about by an in-plane component of the magnetic field. As the latter originates from spin-orbit interactions, its magnitude is expected to be highly sensitive to the degree of carrier spin-polarization, as observed \(^{50}\).

VII. SUMMARY AND OUTLOOK

Our results show that particular patterns in the quenched distribution of alloy components or dopants hosting correlated carrier or spin systems may either stabilize a spatially non-uniform collective phase with high critical temperature (e.g., In\(_{1−x}\)Fe\(_x\)As and K\(_2\)Fe\(_{2−y}\)Se\(_2\)) or account only for the presence and orientation of the two-fold easy axis in a collective phase that exists independently of phase separation (e.g., Ga\(_{1−x}\)Mn\(_x\)As and probably Cu\(_x\)Bi\(_2\)Se\(_3\) and Ga(Al)As/Al\(_x\)Ga\(_{1−x}\)As quantum wells). From another perspective, these findings, together with previous demonstrations of self-organized assembly of periodically distributed TM-rich nanocolumns embedded in the TM-poor host, the case of epitaxial Ge\(_{1−x}\)Mn\(_x\) films \(^{60,61}\) and Zn\(_{1−x}\)Cr\(_x\)Te films \(^{62}\), open prospects for self-organized fabrications of functional hybrid structures consisting of ordered metallic, magnetic or superconductive nanostructures embedded in various hosts.
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Appendix A: Derivation of AMR formulae for $C_{2v}$ symmetry group

According to the Neumann’s principle, the coefficient tensors $a_{ij}$, $a_{kl}$, ..., in Eq. (2) should be unchanged under symmetry operations using the generating matrix $U$.

$$a_{ijkl...} = U_{ip}U_{jq}U_{kr}U_{ls}...a_{pqrs...}. \quad (A1)$$

The $C_{2v}$ point group contains symmetry operations $U = \{E, C_2, \sigma_{xz}, \sigma_{yz}\}$, where $E$ is the identity matrix and

$$C_2 = \begin{pmatrix} -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}; \quad \sigma_{xz} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}; \quad \sigma_{yz} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}. \quad (A2)$$

The non-vanishing coefficients in Eq. 2 and the relations between them are given in Tables I-V. They have been determined by considering symmetry properties of $\rho_{ij}$. In particular, due to symmetries described by $\sigma_{xz}, \sigma_{yz}$, only coefficients with an even number of indices $i, j, k, l, ...$ equal to 1 and even number equal to 2 do not vanish.

Accordingly, the resistivity tensor in question can be expressed as

$$\rho_{xx} = C_0 + C_2 \cos(2\theta) + C_4 \cos(4\theta) + C_6 \cos(6\theta) + C_8 \cos(8\theta);$$

$$\rho_{yy} = D_0 + D_2 \cos(2\theta) + D_4 \cos(4\theta) + D_6 \cos(6\theta) + D_8 \cos(8\theta);$$

$$\rho_{xy} = S_2 \sin(2\theta) + S_4 \sin(4\theta) + S_6 \sin(6\theta) + S_8 \sin(8\theta), \quad (A3)$$

where the coefficients $C_0, C_2, ..., D_0, D_2, ..., S_2, S_4$ are given by,

$$C_0 = \frac{1}{128}(128a_{111} + 64a_{1111} + 48a_{11111} + 35a_{1111111} + 140a_{1111112211} + 210a_{1111122211} + 96a_{112211} + 140a_{1122222211}$$

$$+ 64a_{2211} + 48a_{22211} + 35a_{2222222211})$$

$$C_2 = \frac{1}{16}(8a_{111} + 8a_{1111} + 14a_{11111} + 14a_{1111111} - 8a_{2211} - 8a_{22211} + 7a_{2222222211})$$

$$C_4 = \frac{1}{32}(4a_{1111111} + 7a_{1111111111} - 28a_{11111112211} - 70a_{11111222211} - 24a_{112211} - 28a_{1122222211} + 4a_{222211} + 7a_{2222222211})$$

$$C_6 = \frac{1}{16}(a_{111111111} - 14a_{1111112211} + 14a_{1112222211} - a_{2222222211})$$

$$C_8 = \frac{1}{128}(a_{1111111111} - 28a_{1111112211} + 70a_{1111122211} + 28a_{1122222211} + a_{2222222211})$$

$$D_0 = \frac{1}{128}(35a_{1111111122} + 2(20a_{111111122} + 70a_{1111111222} + 24a_{11112222} + 60a_{111122222} + 105a_{1111222222} + 32a_{11222}$$

$$+ 48a_{12222} + 60a_{122222} + 70a_{1222222} + 64a_{2222} + 32a_{22222} + 24a_{222222} + 20a_{2222222}) + 35a_{2222222222})$$

$$D_2 = \frac{1}{32}(14a_{111111122} + 15a_{111111222} + 28a_{1111112222} + 16a_{1111222} + 15a_{111122222} + 16a_{11222}$$

$$+ 28a_{112222222} - 28a_{112222222} - 16a_{112222222} - 15a_{122222222} - 14a_{222222222})$$

$$D_4 = \frac{1}{32}(7a_{1111111122} + 6a_{111111122} - 28a_{1111111222} - 4a_{11112222} - 30a_{111122222} - 70a_{1111222222} - 24a_{112222} - 30a_{1122222}$$

$$+ 28a_{112222222} + 4a_{2222222} + 22a_{2222222} + 2a_{222222222})$$

$$D_6 = \frac{1}{32}(2a_{111111122} + a_{11112222} - 28a_{111112222} + 15a_{111122222} + 28a_{112222222} - a_{222222222} - 2a_{222222222})$$

$$D_8 = \frac{1}{128}(a_{111111122} - 28a_{1111111222} + 70a_{111112222} - 28a_{112222222} + a_{222222222})$$

$$S_2 = \frac{1}{16}(14a_{1111111212} + 15a_{1111111222} + 16a_{11112212} + 30a_{11112212} + 42a_{11122212} + 16a_{1212} + 16a_{12212}$$

$$+ 15a_{122222} + 14a_{1222222}$$)

$$S_4 = \frac{1}{8}(7a_{11111111212} + 6a_{1111111212} + 7a_{1111112212} + 4a_{111212} - 7a_{11122212} - 4a_{1212} - 6a_{122212} - 7a_{12222212})$$

$$S_6 = \frac{1}{16}(6a_{11111111212} + 3a_{111111212} - 14a_{111112212} - 10a_{11112212} + 14a_{11122212} + 3a_{1222122} + 6a_{12222212})$$

$$S_8 = \frac{1}{16}(a_{11111111212} - 7a_{1111111212} + 7a_{111112212} - a_{122222212}) \quad (A4)$$
TABLE I. \(a_{klij}\) coefficients of Eq. 2 (0\(\theta\) order)

<table>
<thead>
<tr>
<th>(i,j)</th>
<th>(\beta_1)</th>
<th>(\beta_2)</th>
<th>(\beta_3)</th>
<th>(\beta_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,1)</td>
<td>(a_{111})</td>
<td>(a_{112})</td>
<td>(a_{121})</td>
<td>(a_{122})</td>
</tr>
</tbody>
</table>

TABLE II. \(a_{klij}\) coefficients of Eq. 2 (2\(\theta\) order).

<table>
<thead>
<tr>
<th>(\alpha_k), (\alpha_l)</th>
<th>(\beta_1)</th>
<th>(\beta_2)</th>
<th>(\beta_3)</th>
<th>(\beta_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha_1^2)</td>
<td>(a_{1111})</td>
<td>(a_{1112})</td>
<td>(a_{1121})</td>
<td>(a_{1122})</td>
</tr>
<tr>
<td>(\alpha_2^2)</td>
<td>(a_{2211})</td>
<td>(a_{2212})</td>
<td>(a_{2221})</td>
<td>(a_{2222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_2) (x2)</td>
<td>(a_{1212})</td>
<td>(a_{1221})</td>
<td>(a_{1222})</td>
<td>(a_{2122})</td>
</tr>
</tbody>
</table>

TABLE III. \(a_{klmnij}\) coefficients of Eq. 2 (4\(\theta\) order)

<table>
<thead>
<tr>
<th>(\alpha_k), (\alpha_l), (\alpha_m), (\alpha_n)</th>
<th>(\beta_1)</th>
<th>(\beta_2)</th>
<th>(\beta_3)</th>
<th>(\beta_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha_1^2)</td>
<td>(a_{111111})</td>
<td>(a_{111122})</td>
<td>(a_{111212})</td>
<td>(a_{111222})</td>
</tr>
<tr>
<td>(\alpha_2^2)</td>
<td>(a_{222111})</td>
<td>(a_{222122})</td>
<td>(a_{222212})</td>
<td>(a_{222222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_2) (x6)</td>
<td>(a_{112211})</td>
<td>(a_{112222})</td>
<td>(a_{112222})</td>
<td>(a_{112222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_3) (x4)</td>
<td>(a_{111212})</td>
<td>(a_{111222})</td>
<td>(a_{111222})</td>
<td>(a_{111222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_4) (x4)</td>
<td>(a_{111222})</td>
<td>(a_{111222})</td>
<td>(a_{111222})</td>
<td>(a_{111222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_5) (x4)</td>
<td>(a_{111222})</td>
<td>(a_{111222})</td>
<td>(a_{111222})</td>
<td>(a_{111222})</td>
</tr>
</tbody>
</table>

TABLE IV. \(a_{klmnij}\) coefficients of Eq. 2 (6\(\theta\) order)

<table>
<thead>
<tr>
<th>(\alpha_k), (\alpha_l), (\alpha_m), (\alpha_n), (\alpha_p), (\alpha_q)</th>
<th>(\beta_1)</th>
<th>(\beta_2)</th>
<th>(\beta_3)</th>
<th>(\beta_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha_1^2)</td>
<td>(a_{11111111})</td>
<td>(a_{11111122})</td>
<td>(a_{11111222})</td>
<td>(a_{11112222})</td>
</tr>
<tr>
<td>(\alpha_2^2)</td>
<td>(a_{22222222})</td>
<td>(a_{22222222})</td>
<td>(a_{22222222})</td>
<td>(a_{22222222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_2) (x15)</td>
<td>(a_{11112222})</td>
<td>(a_{11112222})</td>
<td>(a_{11112222})</td>
<td>(a_{11112222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_3) (x15)</td>
<td>(a_{11222222})</td>
<td>(a_{11222222})</td>
<td>(a_{11222222})</td>
<td>(a_{11222222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_4) (x6)</td>
<td>(a_{11121222})</td>
<td>(a_{11121222})</td>
<td>(a_{11121222})</td>
<td>(a_{11121222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_5) (x6)</td>
<td>(a_{11122222})</td>
<td>(a_{11122222})</td>
<td>(a_{11122222})</td>
<td>(a_{11122222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_6) (x6)</td>
<td>(a_{11122222})</td>
<td>(a_{11122222})</td>
<td>(a_{11122222})</td>
<td>(a_{11122222})</td>
</tr>
</tbody>
</table>

TABLE V. \(a_{klmnij}\) coefficients of Eq. 2 (8\(\theta\) order)

<table>
<thead>
<tr>
<th>(\alpha_k), (\alpha_l), (\alpha_m), (\alpha_n), (\alpha_p), (\alpha_q), (\alpha_s)</th>
<th>(\beta_1)</th>
<th>(\beta_2)</th>
<th>(\beta_3)</th>
<th>(\beta_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha_1^2)</td>
<td>(a_{111111111})</td>
<td>(a_{111111112})</td>
<td>(a_{111111122})</td>
<td>(a_{111111222})</td>
</tr>
<tr>
<td>(\alpha_2^2)</td>
<td>(a_{222222222})</td>
<td>(a_{222222222})</td>
<td>(a_{222222222})</td>
<td>(a_{222222222})</td>
</tr>
<tr>
<td>(\alpha_3^2)</td>
<td>(a_{11111111})</td>
<td>(a_{11111112})</td>
<td>(a_{11111122})</td>
<td>(a_{11111222})</td>
</tr>
<tr>
<td>(\alpha_4^2)</td>
<td>(a_{11111112})</td>
<td>(a_{11111122})</td>
<td>(a_{11111222})</td>
<td>(a_{11112222})</td>
</tr>
<tr>
<td>(\alpha_5^2)</td>
<td>(a_{11111222})</td>
<td>(a_{11112222})</td>
<td>(a_{11112222})</td>
<td>(a_{11122222})</td>
</tr>
<tr>
<td>(\alpha_6^2)</td>
<td>(a_{11112222})</td>
<td>(a_{11122222})</td>
<td>(a_{11122222})</td>
<td>(a_{11122222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_2) (x8)</td>
<td>(a_{122222222})</td>
<td>(a_{122222222})</td>
<td>(a_{122222222})</td>
<td>(a_{122222222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_3) (x56)</td>
<td>(a_{111122222})</td>
<td>(a_{111122222})</td>
<td>(a_{111122222})</td>
<td>(a_{111122222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_4) (x56)</td>
<td>(a_{111122222})</td>
<td>(a_{111122222})</td>
<td>(a_{111122222})</td>
<td>(a_{111122222})</td>
</tr>
<tr>
<td>(\alpha_1\alpha_5) (x8)</td>
<td>(a_{111111112})</td>
<td>(a_{111111112})</td>
<td>(a_{111111112})</td>
<td>(a_{111111112})</td>
</tr>
</tbody>
</table>