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Abstract

Laser-plasma-based ion accelerators are becoming a versatile platform to drive different fields of applied research and life sciences, for example translational research in radiation oncology. To ensure stable accelerator performance, complete control over the ion source, i.e., the high-intensity laser-solid interaction, is required. However, idealized interaction conditions are almost impossible to reach, as the utilized high-power lasers always feature a non-negligible amount of light preceding the laser peak. This leading edge of the laser pulse usually exceeds the ionization potential of bound electrons much earlier than the arrival of the high-power laser peak and the solid-density target undergoes significant modifications even before the actual high-intensity laser-plasma interaction starts. Control over this so-called target pre-expansion is a key requirement to achieve quantitative agreement between numerical simulations and experiments of high-intensity laser-solid interactions.

This thesis investigates several aspects that are relevant to improve the capability of simulations to model realistic experimental scenarios. The corresponding experiments are conducted with cryogenic hydrogen-jet targets and the DRACO-PW laser at peak intensities between $10^{12}$ W/cm$^2$ and $10^{21}$ W/cm$^2$. The experimental implementation of time-resolved optical-probing diagnostics and technical innovations with respect to the technique of off-harmonic optical probing overcome the disturbances by parasitic plasma self-emission and allow for unprecedented observations of the target evolution during the laser-target interactions. The laser-induced breakdown of solids, i.e., the phase transition from the solid to the plasma state, can be considered as an heuristic starting point of high-intensity laser-solid interactions. As it is highly relevant to simulations of target pre-expansion, Chapter 3 of this thesis presents time-resolved measurements of laser-induced breakdown in laser-target interactions at peak intensities between $0.6 \cdot 10^{21}$ W/cm$^2$ and $5.7 \cdot 10^{21}$ W/cm$^2$. By increasing the peak intensity, a lowering of the applicable threshold intensity of laser-induced breakdown well below the appearance intensity of barrier-suppression ionization occurs. The observation demonstrates the relevance of the pulse-duration dependence of laser-induced breakdown and laser-induced damage threshold to the starting point of high-intensity laser-solid interactions. To apply the results to other laser-target assemblies, we provide a detailed instruction of how to pinpoint the starting point by comparing measurements of the laser contrast with a characterization study of the target-specific thresholds of laser-induced breakdown at low laser intensity. Chapter 4 of this thesis presents an example of how optical-probing diagnostics are able to estimate target pre-expansion as a starting condition for particle-in-cell simulations. The measurement allows to restrict the surface gradient of the pre-expanded plasma density to an exponential scalelength between 0.06 µm and 0.13 µm. Furthermore, the plasma-expansion dynamics induced by the ultra-relativistic laser peak are computed and post-processed by ray-tracing simulations. A comparison to the experimental results yields that the formation of the measured shadowgrams is governed by refraction in the plasma-density gradients and that the observed volumetric transparency of the target at 1.4 ps after the laser peak is not caused by relativistically induced transparency but by plasma expansion into vacuum instead. Chapter 5 of this thesis shows that a precise adjustment of the target density to the arrival of the ultra-relativistic laser peak by all-optical target-density tailoring in combination with the low solid density of the cryogenic hydrogen-jet target allows to explore the laser-target interaction in the nearcritical density regime. The chapter presents an experimental demonstration of all-optical target-density tailoring by isochoric heating via ultra-short laser pulses with a dimensionless vector potential $a_0 \sim 1$. A hybrid of hydrodynamics and ray-tracing simulations allows to determine the evolution of the full target-density distribution after isochoric heating. Finally, the utilization of the method as a testbed platform to experimentally benchmark collisional particle-in-cell simulations is proposed and an experimental exploration of future possibilities of all-optical target-density tailoring is given.
Zusammenfassung

Laser-Plasma-basierte Ionenbeschleuniger stellen einer vielseitigen Plattform für verschiedene Bereiche der angewandten Forschung und der Biowissenschaften dar, z. B. für die translationale Forschung in der Strahlentherapie. Um eine stabile Beschleunigerleistung zu gewährleisten, muss die Ionenquelle, d. h. die Wechselwirkung zwischen dem Hochintensitätslaser und einem Festkörper, vollständig kontrolliert sein.Idealisierte Wechselwirkungsbedingungen können jedoch fast nie erreicht werden, da die verwendeten Hochleistungslaser immer eine nicht zu vernachlässigende Lichtmenge vor der Spitze des Laserpulses aufweisen. Diese vorangehende Flanke des Laserpulses überschreitet Intensitäten, welche zur Ionisation gebundener Elektronen führen, in der Regel schon wesentlich eher als die Spitze des Hochleistungslaserpulses eintritt. Der Festkörper unterliegt deshalb noch vor der eigentlichen hochintensiven Wechselwirkung erheblichen Modifikationen durch die vorangehende Flanke. Die Kontrolle dieser so genannten Vorexpansion ist eine wichtige Voraussetzung für die quantitative Übereinstimmung zwischen numerischen Simulationen und Experimenten von Wechselwirkungen zwischen hochintensiven Lasern und Festkörpern.

maexpansion in Kombination mit der niedrigen initialen Festkörperdichte des kryogenen Wasserstoffs

die Untersuchung von Wechselwirkungen im nahkritischen Dichtebereich ermöglicht. Das Kapitel

stellt eine experimentelle Demonstration der gezielten optisch induzierten Plasmaexpansion durch iso-

chores Heizen mittels ultrakurzer Laserpulse mit einem dimensionslosen Vektorpotential $a_0 \sim 1$ vor.

Ein Hybrid aus Hydrodynamik- und Lichtstrahlverfolgungssimulationen ermöglicht es, die zeitliche

Entwicklung der gesamten Dichteverteilung des Plasmas nach dem isochoren Heizen zu bestimmen.

Abschließend präsentiert das Kapitel ein Konzept, um die Methode als Testplattform für die experi-

mentelle Überprüfung von kollisionalen Teilchen-in-Zellen Simulationen zu nutzen und es werden die

Ergebnisse einer experimentellen Untersuchung zu zukünftigen Möglichkeiten der Methode dargelegt.
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1. Introduction

Nowadays, research of high-intensity laser-solid interactions with Petawatt-class lasers is mainly driven by two branches of technological development. The first branch is the investigation of high-energy-density matter to foster the development of inertial-confinement fusion [116, 45], in particular, the concept of fast ignition [175, 66], warm-dense-matter research [153, 64, 38, 209, 170, 130, 126, 69], secondary-source development [74, 115, 174, 44, 197, 85] and time-resolved studies of transient fields [29, 173]. The second branch is the infrastructure development of future laser-plasma-based ion accelerators [48, 124, 183, 13] for a variety of applications [28], e.g., translational research in radiation oncology [37, 108]. Full control of the laser-solid interaction is needed to achieve a stable operation of the laser-driven ion source. However, because of the small spatial and short temporal scales of the particle acceleration, numerical simulations are a key element to gain insight and control over the accelerator. Accompanied by the measurement of experimental boundary conditions, predictive power of computer simulations is anticipated to guide research and development strategies towards the envisioned applications. In experiments, Petawatt-class lasers feature a non-negligible amount of light preceding the high-power laser peak [49]. This so-called leading edge is composed of singular prepulses and continuous pedestals. As the laser intensities of the leading edge usually exceed the ionization potential of bound electrons much earlier than the arrival of the high-power laser peak, the solid-density target undergoes significant modifications even before the actual high-intensity laser-plasma interaction starts. The target modifications by the leading edge are subsumed under the phrase target pre-expansion. Although the development of the laser technology is progressing towards minimization of the leading edge [98, 119] and dedicated methods of temporal pulse cleaning like second-harmonic generation [91] or plasma mirrors [194, 145] are available, quantitative agreement between experimental results and simulations of high-intensity laser-solid interactions is rare. This is mainly caused by the non-linear dependency of the final interaction products, e.g., the energy spectrum of the accelerated ions, with respect to target pre-expansion [180]. Precise information on target pre-expansion is thus a key requirement of quantitative numerical modeling of experimental scenarios. On the one side, information on target pre-expansion can be inferred by experimental diagnostics, e.g., time-resolved microscopy by ultra-fast optical backlighters [30, 83, 111, 133, 99, 95, 134, 213, 50] and Bernert et al [24]. On the other side, numerical modeling of the laser-target interaction during the leading edge can provide reasonable initial conditions for the simulation of the ultra-relativistic laser-target interaction during the high-power laser pulse [132, 180, 141, 57] and Rehwald et al [168]. Still, a consistent simulation of all parts of the laser-target interaction, i.e., a full start-to-end simulation that is initialized with a solid-state structure, models the ionization process and the phase transition to the plasma state, the subsequent regime of laser-plasma interaction with collisional and resonance absorption, up to the collisionless regime during the high-intensity laser peak, remains a challenge for the future. In the vicinity of the high-intensity laser peak, the electric field strengths of the laser and the generated charge-separation fields dominate the system and particle-in-cell (PIC) simulations are commonly used to model this kinetic regime of particle motion and thermal non-equilibrium. Adequate initial condition of the PIC simulations are usually derived from radiation-hydrodynamics simulations that capture longer timeframes and the more localized energy deposition of the lower laser intensities of the leading edge. Currently, there are two challenges of the available modeling capabilities of start-to-end simulations. The first challenge is the combination of radiation-hydrodynamics simulations with computations of ionization, i.e., an approach to capture the phase transition from the solid to the plasma state, which is the actual starting point of the interaction of the laser with a plasma. Here, either the advancement of the simulative capabilities or heuristic approaches to pinpoint the temporal position of the phase transition are needed. The second challenge is the simulation of the transition regime between strongly
correlated plasmas at subrelativistic laser intensities and kinetic plasmas at ultra-relativistic laser intensities, i.e., laser intensities of a dimensionless vector potential \( a_0 \sim 1 \) (~10\(^{18}\) W/cm\(^2\) for 800 nm light) and lower. Although the capabilities of today’s PIC simulations develop toward the coverage of collisional plasma physics at subrelativistic laser-intensity levels together with the integration of atomic-physics models, theoretical predictions and experimental testbeds are needed to benchmark the implemented physics modules.

This thesis investigates three aspects that are relevant to improve the agreement of experimental results and start-to-end simulations of high-intensity laser-solid interactions. The results are derived by time-resolved optical microscopy of experiments with Petawatt-class laser pulses of 30 fs pulse duration and intensities between 10\(^{12}\) W/cm\(^2\) and 10\(^{21}\) W/cm\(^2\). All experiments utilize a micrometer-sized cryogenic hydrogen jet as a versatile target platform [104, 47]. The target features a comparably low solid density, simple ionization dynamics, as there is only one bound electron per atom, and it fosters experimental data acquisition by its free-standing and self-replenishing delivery in the experimental chamber.

Chapter 3 of this thesis issues the laser-induced breakdown of solid-density targets in interaction with ultra-relativistic Petawatt-class laser pulses, i.e., the phase transition from the solid to the plasma state. The experimental results demonstrate a high variation of the threshold intensity of breakdown for a varied slope of the leading edge. We provide detailed instructions of how to pinpoint the temporal position of the phase transition, i.e., the starting point of target pre-expansion, for other laser-target assemblies.

Chapter 4 presents measurements of target pre-expansion and by this provides reasonable initial conditions for a PIC simulation of the ultra-relativistic laser-target interaction, bridging the necessity of simulating target pre-expansion. The simulated plasma-expansion dynamics after the laser peak are compared to the experimental results and the contribution of relativistically induced transparency is investigated.

Chapter 5 introduces the opportunity to control the density distribution of the target to the arrival of the high-intensity laser peak by all-optical target-density tailoring. First, an experimental demonstration of the technique via isochoric heating by ultra-short laser pulses with a dimensionless vector potential of \( a_0 \sim 1 \) is presented. The results enable the quantitative comparison of experimental results of enhanced laser-driven proton acceleration and the corresponding PIC simulations of interactions of the cryogenic hydrogen-jet target and DRACO PW. In a second step, we show a concept of utilizing the technique as a testbed to experimentally benchmark collisional PIC simulations in the lasers-intensity regime between 10\(^{17}\) and 10\(^{19}\) W/cm\(^2\). Finally, possible future realizations of all-optical target-density tailoring are demonstrated.

Before starting with the chapters 3, 4 and 5, chapter 2 provides an introduction to the scientific framework, the overarching research project in which this thesis is embedded and the experimental implementation and technical innovation that enabled the investigations.
2. Scientific framework, the overarching research project and experimental implementation

The first section 2.1 of this chapter provides an introduction to the relevant physics concepts and the available literature on high-intensity laser-solid interactions, with a special emphasis on laser-ion acceleration and optical probing of the respective interactions. The second section 2.2 presents the overarching research project in which this thesis is embedded. The section introduces the collaborative work on laser-ion acceleration from cryogenic hydrogen jets and presents the experimental infrastructure of the DRACO-laser facility. Most of the experimental results that are evaluated within this thesis are derived in an experimental campaign with the DRACO-PW laser in 2019. The evaluation is covered by three doctoral projects, which are Ref. [167], Ref. [79] and this thesis. The results are published in Ref. Rehwald et al. [168] and summarized at the end of section 2.2. The final section 2.3 give details on the experimental implementation and technical innovations that are realized within this thesis project and provides the groundwork to enable time-resolved optical probing of laser-solid interaction at laser intensities as high as \(6 \cdot 10^{21} \text{ W/cm}^2\).

2.1. Scientific framework: High-intensity laser-solid interactions

Today, the term high-intensity laser refers to lasers with peak powers between tens of Terawatts up to several Petawatts. Generally, the choice of the active laser medium and the concept of laser pulse amplification are decisive for the specifications of an individual machine. The achievable parameters range from a pulse duration between tens of femtoseconds to single picoseconds and pulse energies between hundreds of Millijoule up to hundreds of Joule. Depending on the pulse energy, the repetition rate ranges from Kilohertz down to single shots per hour. All high-intensity lasers have in common that their finally focused electric field strength accelerates electrons up to relativistic energies during a single laser cycle. For lasers with about 1\(\mu\)m central wavelength, this corresponds to intensities above \(\sim 10^{18} \text{ W/cm}^2\). The corresponding electric field strength exceeds the binding forces of electrons in most atoms significantly. Therefore, all high-intensity laser-matter interactions are considered as laser-plasma interactions.

Plasma is the fourth thermodynamic state of matter. Generally, it is characterized by the separation of matter into mobile ions and electrons that interact via the Coulomb force. Because of the higher charge to mass ratio of the lighter electrons in comparison to the more heavy ions, the interaction of a plasma with electro-magnetic radiation is commonly described by the collective answer of the electron cloud to the external perturbation. On the timescale of an optical laser cycle, the quasi-static ionic background acts as restoring force and enables oscillations of the electrons. The plasma density of electrons \(n_e\) and the laser frequency \(\omega_L\) define the characteristic response of the plasma.

The response function of the plasma is characterized by the plasma frequency

\[
\omega_p = \sqrt{\frac{e^2 n_e}{\epsilon_0 m_e}}
\]

(2.1)

with \(e\), \(m_e\) and \(\epsilon_0\) being the electron charge, electron mass and vacuum permittivity. The electron gas of a plasma with a density \(n_e\) is able to follow a harmonic perturbation up to the plasma frequency. Perturbations with higher frequency are transmitted through the plasma.

The same physical behavior, but from the point of view of a laser beam, can be expressed by the critical electron density

\[
n_e = \frac{\omega_L^2 \epsilon_0 m_e}{e^2} = \frac{4\pi^2 e^2 \epsilon_0 m_e}{e^2 \lambda_L^2}
\]

(2.2)
Figure 2.1.: The scaling of relevant physical quantities: (a) Critical plasma density versus laser wavelength, (b) Refractive index of a plasma versus plasma density, (c) Normalized vector potential $a_0$ versus laser intensity of 800 nm light, (d) Mean kinetic energy of laser-heated electrons versus laser intensity following the ponderomotive scaling [206], (e) Debye screening length versus laser intensity of a plasma with an electron density of $5.1 \cdot 10^{22} \text{ cm}^{-3}$ (for details see text) and (f) Photon energy versus photon wavelength.
Figure 2.2.: (a) General overview of possible laser-target interactions and their dependence on target density. The central wavelength of the DRACO laser is 800 nm. (b) Different laser-particle-acceleration mechanisms in plasmas: Laser wakefield acceleration (LWFA) [60] for pure electron acceleration and several ion acceleration mechanisms: Magnetic Vortex Acceleration (MVA) [34, 138, 137, 152], Collisionless Shock Acceleration (CSA) [185, 68], Radiation Pressure assisted Acceleration (RPA) [61, 164], Relativistic Transparency Front-RPA (RTF-RPA) [81], which is also called Synchronized Acceleration by Slow Light (SASL) [32], Relativistically Induced Transparency enhanced TNSA (RIT-TNSA) [200, 52, 62] and Target Normal Sheath Acceleration (TNSA) [206]. (c) Density of the cryogenic hydrogen-jet target of $5.2 \times 10^{22} \text{ cm}^{-3}$. Lower densities close to or below the critical density are reached by plasma expansion into vacuum.

with the light speed $c$. A laser with constant frequency $\omega_L$ and wavelength $\lambda_L$ is able to penetrate a plasma up to the critical electron density $n_c$ only. For illustration, the critical density of wavelengths in the visible range is given in figure 2.1 (a). The electrons of a plasma with an electron density higher than $n_c$ are able to collectively shield the inner plasma from the external perturbation. The oscillating electron gas reemits the light and because of momentum conservation, the laser light is reflected on the plasma-vacuum boundary. For electron densities below the critical density, the plasma acts as a refractive medium. The refractive index of a plasma depends on the electron density and the critical density:

$$\tilde{n} = \sqrt{1 - n_e/n_c}.$$  

(2.3)

The equation is visualized in figure 2.1 (b) and shows that $\tilde{n} < 1$ for $n_e < n_c$.

In laser-plasma physics, the laser wavelength is usually a fixed quantity and plasmas are classified by their electron density in undercritical plasmas and overcritical plasmas. The critical density $n_c$ marks the transition between the two regimes. For 800 nm light, which is the central wavelength of the DRACO laser, the critical density is $n_c^{800\text{nm}} = 1.7 \times 10^{21} \text{ cm}^{-3}$. As plasmas with a density higher
then $10^{22}$ cm$^{-3}$ have a similar density like solid state matter, these plasmas are termed *solid-density plasmas.* Conversely, plasmas with a density below $10^{20}$ cm$^{-3}$ can be termed *gaseous plasmas* and plasmas with a density close to $10^{21}$ cm$^{-3}$ are referred to as *nearcritical plasmas.* In an experiment of a laser with a plasma, the plasma is commonly termed *target.*

The laser beam is usually focused down to the micrometer scale to achieve highest intensities. Figure 2.2 (a) shows that the induced laser-target interaction highly depends on the plasma density of the target. As visualized on the left-hand side, undercritical plasmas are mostly transmitting the laser light and the interaction is dominated by the refractive properties of the target. Nearcritical-density targets couple the laser energy very efficiently to the plasma electrons and most of the laser light is absorbed during the interaction (center). Solid-density targets mostly reflect the laser light and electrons gain energy on the target front surface only (right-hand side).

The interaction of the laser beam and the target not only depends on the plasma density but also on laser intensity. In high-intensity laser-plasma physics, the intensity of the laser is commonly expressed via the *normalized vector potential* \[ a_0 = \sqrt{\frac{2 I_L}{\pi^2 c_0 m_e^2 e^4}} = \sqrt{\frac{2 I_L}{n_e m_e c^3}} \approx 0.853 \cdot \lambda_L[\mu m] \cdot \sqrt{I_L[10^{18} W/cm^2]} \]

which is also called *laser-strength parameter.* $I_L$ is the laser intensity. Figure 2.1 (c) show the relation for 800 nm light. $a_0 = 1$ marks the laser strength at which the rest-mass energy of an electrons equals the average kinetic energy of the electron within a single laser cycle (cycle-averaged quiver energy). A laser strength of $a_0 > 1$ describes the regime for which electrons become relativistic in their motion. Consequently, the corresponding laser intensities are termed *relativistic.* For 800 nm light, relativistic intensities are intensities higher than $2 \cdot 10^{18}$ W/cm$^2$. Laser intensities above about $10^{21}$ W/cm$^2$ are sometimes referred to as *ultra-relativistic.*

There are several text books that describe the fundamentals of high-intensity and high-power laser-matter interactions, see references [76] and [136]. In the relativistic regime, the kinetic energy of laser-heated electrons can be estimated via different scaling laws of laser-solid interactions [21, 206, 107]. For example, the *ponderomotive scaling* gives [206, 107]

\[ k_B T_e = m_e c^2 \left( \sqrt{1 + a_0^2/2} - 1 \right) . \]  

$k_B$ is Boltzmann’s constant. The electron temperature $T_e$ does not describe a classical Maxwell-Boltzmann distribution of temperature. It rather describes the mean kinetic energy that is attributed to the laser-heated population of *hot electrons* at the laser plasma interface. Figure 2.1 (d) shows equation 2.5 for different laser intensities and $\lambda_L = 800$ nm. Ultra-relativistic intensities are expected to accelerate electrons up to the multi-MeV energies.

The electron density $n_e$ and the temperature $T_e$ enable the derivation of the *Debye screening length* \[ \lambda_D = \sqrt{\frac{e_0 k_B T_e}{n_e e^2}} \sim 69 \cdot \sqrt{\frac{T_e[K]}{n_e[1/m^3]}} . \]  

It gives a characteristic spatial scale for charge neutrality in a plasma. On the spatial scale of the Debye screening length or below, the occurrence of strong electrical potential gradients is possible due to non-neutralized charge separation, e.g., in a *Debye sheath* on the surface of a solid. Considering a target of moderate solid density, like for example $5.1 \cdot 10^{22}$ cm$^{-3}$ (density of the cryogenic hydrogen-jet target), and the ponderomotive scaling of the electron temperature, the Debye screening length and its dependency on laser intensity is displayed in figure 2.1 (e). For laser intensities above $10^{21}$ W/cm$^2$, the Debye screening length approaches the hundreds of nanometer scale. The spatial parameters of the here discussed experiments like diameter of the focal spot, target dimensions and laser wavelength are on a similar order of magnitude. It follows, that the response of the here utilized target in experiments at ultra-relativistic laser intensity is expected to undergo high non-equilibrium stages of matter, i.e., strong charge-separation fields, and consequently allow for ultra-fast particle dynamics.
In fact, high-intensity laser-matter interactions are a unique tool to generate high-energy electron and ion beams by compact accelerator structures in plasmas. An overview and current status of plasma-based particle accelerators, including laser-driven approaches, and a variety of relevant references of the different branches of novel accelerator research can be found in Ref. [13]. In the following, we introduce two widely used branches of laser-particle acceleration and show some exemplary applications. On the one side, an extensively studied mechanism at undercritical target densities is the so-called laser wakefield acceleration (LWFA) [60]. Here, a high-intensity laser pulse drives a collective motion of plasma electrons that form a dynamic accelerating cavity and enables the acceleration of collimated, monoenergetic, high peak-current electron beams up to the GeV level within about a meter acceleration length. Today, developments point towards the staging of several acceleration units and preparing them for applications like compact injectors for particle-storage rings or as drivers for secondary sources like free-electron lasers [13]. On the other side, if the same high-intensity laser beam is used together with solid-density targets, the resulting interaction provides high-emittance broadband ion beams with particle energies of up to 100 MeV per nucleon. The laser-plasma-based ion sources are envisioned to enable different applications ranging from energy-relevant research like warm-dense matter investigations [153, 176, 38, 18, 170] or the concept of fast ignition for inertial-confinement fusion [175, 67] up to health-related applications like translational research for radiation oncology [31, 37, 108]. A collection of applications is presented in reference [28]. Today, the field of laser-ion acceleration faces several important challenges. Most important are renewable targetry, ion-beam transport from the source (laser-solid interaction) to the application, reproducibility and stability of the source and a boost of the achievable maximum energy of the ions to several hundreds of MeV [183]. This thesis tackles the topic of stabilization and optimization of the source by creating novel insight to the interaction of the high-intensity laser with solid-density targets.

2.1.1. High-intensity lasers and temporal laser contrast

There are many high-intensity lasers all over the world. The international committee on ultra-high intensity lasers (ICUIL) [6] lists the different laboratories as viewed in figure 2.3. A gathering of available laser systems, the state-of-the-art laser technology together with the history and envisioned future projects can be found in Ref. [49]. Today, lasers with a peak power in the Petawatt regime are readily available for research at ultra-relativistic laser intensities [151, 191, 181, 106, 121]. An important property of a high-power laser is the temporal laser contrast. It reflects the amount of light that preceds the actual main pulse and can be referred to as leading edge. A sketch of the relevant timescales and powers is shown in figure 2.4 (a). Generally, the parts of the leading edge can be divided into prepulses, the nanosecond pedestal and the picosecond pedestal. All parts have different origins in the laser-amplification chain and six principal mechanisms are listed in section 4.3.2 of Ref. [49]: The nanosecond pedestal consists of amplified spontaneous emission from the laser amplifiers and parametric fluorescence from optical parametric amplifiers. The main source of the 100 ps-scale pedestal is attributed to scattering on the stretcher and compressor gratings. A picosecond scale pedestal can be formed by imperfect compression or the quantum noise of the seed oscillator. Isolated prepulses are generated by back reflections in components that are used in a multipass configuration or by postpulses due to nonlinear mixing effects during amplification. Especially for Petawatt-class high-intensity laser-solid interactions, the leading edge is of great importance. As the peak intensities approach values higher then $10^{21}$ W/cm$^2$, the inherently existing prepulses and pedestals surpass the relevant intensity scales of target manipulation at delays much earlier than the pulse duration of the main-laser peak, e.g., at tens of picoseconds before a 30 fs-laser pulse. This results in a significant modification of the target by heating and expansion (preheating and preexpansion) before the relativistic interaction during the high-intensity laser-peak. The most common technique for measuring the laser contrast is scanning third-order autocorrelation (TOAC) [77, 179]. The measurement principle relies on sampling of the laser pulse with a replica of itself via a two-staged frequency conversion that allows to differentiate between prepulses and postpulses in the measured signal. The delay between the signal pulse and the replica is scanned and a so-called laser-contrast curve is derived. A dynamic range between the laser peak and the detection limit of better than $10^{12}$ is possible [179]. An exemplary measurement is shown by the blue line in
Figure 2.3.: ICUIL World Map 2020 [6]
Figure 2.4: (a) Figure copied from [49]: General sketch of the temporal contrast of a high-power laser. (b) Figure copied from [179]: Exemplary measurement of the laser-contrast curve (blue line) by scanning third-order autocorrelation (TOAC) and the detection limit of the method (green dots).

figure 2.4 (b). Negative delays correspond to times before the arrival of the laser peak at 0 ps. Several distinct prepulses at hundreds of picoseconds before the main peak as well as the triangular-shaped picosecond pedestal, which is placed symmetrically around the laser peak, are visible above the detection limit (green dots). The optical temporal resolution of a measurement is typically between 0.1 ps and 1 ps.

As target pre-expansion induces an unwanted amount of perturbation to the relativistic laser-target interaction, several techniques for the improvement of the laser contrast were developed. The introduction of double-CPA lasers [98] and a proper choice of the optical stretcher [119] are paramount examples. Furthermore, techniques like plasma mirrors [194, 145] or second-harmonic generation (SHG) [91, 26] after compression are frequently used to enhance the laser contrast by several orders of magnitude. A comprehensive summary of possible enhancement methods is given in section 4.3.2 of Ref. [49].

2.1.2. Plasma density as the decisive parameter for laser-ion acceleration

Nowadays, the reliable work-horse mechanism of ion acceleration by high-intensity lasers is target normal sheath acceleration (TNSA) [206]. It describes the acceleration of ions from a solid-density foil-like target. In a nutshell, the laser-to-ion energy transfer is mediated via a laser-heated population of hot electrons that generates a capacitor like acceleration structure on the rear side of the target. First and depending on the laser polarization, the laser generates a population of hot electrons via $J \times B$ heating [109, 205] and Brunel heating [33] on the front side of the solid target. Subsequently, the electrons traverse and circulate the target, while the ions initially stay at rest due to their higher mass. This generates a Debye-sheath on the rear side of the target, i.e., a quasi-static electric field. The electric field transfers the energy of the hot electrons to the ions. Especially light ions from the hydro-carbonic contaminant layers on the rear surface of the target are exposed to the highest accelerating fields. The step-by-step evolution of the Debye-sheath drives the acceleration of ions to their
final energies (usually tens of MeV for laser intensities around $10^{21}$ W/cm$^2$). An in-depth model of TNSA is described in different theoretical publications, see References [135] and [182]. Comprehensive summaries on laser-ion acceleration and the developments during the last two decades are gathered in several review publications [48, 124, 13]. In the following, only the most important key points for the context of this thesis are discussed and the focus lies on the acceleration of protons, which are the lightest ion species. The usual experimental procedure, for reaching highest proton energies, is the maximization of available laser intensity together with a search for the optimum target thickness, see figure 2.5. For all the different laser systems (different laser energies and pulse durations), the experimental data as well as the modeling (gray curves) feature the similar general trend of higher maximum proton energy or an optimum of maximum proton energy at lower target thickness. Generally, this increase of ion energy with lower target thickness is expected in the TNSA picture, because the density of electrons in the sheath is increased for lower target thickness and the resulting accelerating fields are stronger [48].

However, this is only valid as long as a steep plasma-density gradient on the rear surface of the target is maintained. At this point, the dependency of laser-ion acceleration on the temporal laser contrast comes into play. The pre-expansion of a target by prepulses and the laser pedestal gains relevance with decreasing target thickness. Although this opens an opportunity for advanced acceleration schemes [57], it also limits the scalability of ion energy by target thickness for a given laser system in the TNSA picture. Because the temporal laser contrast varies from laser system to laser system, the pre-expansion of the target varies accordingly. This explains the different optimum target thicknesses for different laser systems. In other words, figure 2.5 does not only show a variation of target thickness.

It shows a complicated variation of different target parameters, such as the front-side and rear-side plasma-density gradient, amount of target material and peak density. Especially in the regime of optimum proton acceleration, figure 2.5 can be interpreted as a scan of the target’s peak density.

The so far published highest proton energies (> 90 MeV) were measured in a hybrid acceleration regime with contributions by TNSA and radiation pressure acceleration (RPA) in the relativistic induced transparency (RIT) regime [90]. Figure 2.5 shows the experimental data points from reference [90] labeled by “(a)”. The optimum acceleration performance is reached for an initial target thickness of about 100 nm. While the maximum proton energy is decreased for lower target thickness, the
amount of light that is transmitted through the target is increased up to 45% of the initial laser light. The measurement of a significant amount of transmitted light nicely shows the volumetric nature of the laser-solid interaction within this regime. This is not considered in the original picture of TNSA and directly leads to a number of acceleration mechanisms that were proposed beyond TNSA [48, 124]. Figure 2.2 (b) lists a number of ion acceleration mechanisms, roughly sorted by the plasma density of the target. Note, that not the initial target density but rather the spatial distribution and absolute peak density shortly before the arrival of the ultra-relativistic laser peak is of relevance to the acceleration mechanism at play. TNSA dominates the acceleration at target densities of high solid density. RIT dynamically increases the number of electrons that are reachable by the laser pulse by laser-heating of the electrons themselves. The relativistic Lorentz or gamma factor of the electrons $\gamma$ reduces the critical density that is relevant for the reflection of the laser down to $n_c/\gamma$. Thus, RIT can yield an enhanced volumetric interaction with increased sheath fields (RIT-TNSA) [200, 52, 62]. At ultra-relativistic laser intensities, the light pressure (ponderomotive force) becomes significant and enables ion acceleration by \textit{radiation pressure acceleration} (RPA). The contribution of this mechanism can be viewed as a laser piston that pushes the electrons out of the target and, in combination with RIT, can lead to very high proton energies, e.g., \textit{hole-boring RPA} [61] or \textit{light-sail RPA} [164]. A lowering of the target density into the nearcritical-density regime enables specialized mechanisms like \textit{synchronized acceleration by slow light} (SASL) [32], which is also called \textit{relativistic-transparency-front RPA} (RTF-RPA) [81], and \textit{collisionless shock acceleration} (CSA) [185, 68]. For target densities below the critical density, several publications address \textit{magnetic vortex acceleration} (MVA) [34, 138, 137, 152]. For MVA, the laser propagates through the target, forms a channel through the electrons and creates a strong electron current on the laser-propagation axis. The current follows the laser pulse into the rear-side plasma-density gradient and generate a magnetic vortex, which then induces an electric field pointing away from the target. The consecutive steps allow for \textit{inductive acceleration}, which transfers energy from the relatively fast propagating laser driver into the plasma and subsequently to the slowly reacting ions via the generated electric field.

Finding and realizing acceleration mechanisms in addition to TNSA is motivated by the search for a stronger scaling of proton energy with laser power or the tuning of other particle-beam parameters like divergence, number or spectral distribution. Furthermore, the acceleration of light ion species like Helium could benefit from unconventional targetry approaches together with alternative schemes of acceleration. Although a target thickness scan in combination with the leading edge of a high-intensity laser intrinsically provides a scan of target density, the level of control over the spatial density distribution of the target is limited and the amount of material within the interaction changes for every target thickness. More control over the spatial profile and peak of the plasma density is desired to experimentally realize and explore the proposed acceleration mechanisms. There exist two prerequisites to follow this path: First, a “high” temporal contrast of the laser, which avoids unwanted changes of the anticipated target-density distribution. As mentioned before, several experimental techniques are available for this purpose. Second, an experimental realization of advanced target manufacturing or target-density tailoring in the nearcritical-density regime ($\sim 10^{21}$ cm$^{-3}$). Most often, high-density gas jets are used [86, 39, 163, 186], but the surface-density gradients are long and it is technically challenging to reach nearcritical peak densities with pressurized gases [192, 89]. Another concept tries to reach the nearcritical-density regime from the opposite side of the density scale by starting with a solid-density target and subjecting it to controlled hydrodynamic plasma expansion, e.g., triggered by an optical laser pulse, see Ref. [143] and Rehwald et al. [168]. This approach is further detailed in section 2.2.5.

2.1.3. Reproducing high-intensity laser-solid interactions in start-to-end simulations

For high-intensity laser-ion acceleration, reaching quantitative agreement between simulation and experiment is still challenging and achieving a bijective mapping between all experimental measurements and a simulation remains a future challenge [13]. Today, simulations are usually used to exemplify the dominant acceleration mechanism for a rather general combination of target and laser parameters. The most important reason for this current status is that the envisioned \textit{start-to-end simulations}
need to include the relativistic laser-matter interaction together with the leading-edge-driven target pre-expansion and pre-heating. I.e., numerical modeling of different physical interaction mechanisms of laser radiation with matter on a broad range of temporal and spatial scales is required.

Generally, a high-intensity laser-solid interaction can be divided into three regimes of interaction mechanisms: First, the intensity range for which the laser can be modeled as a perturbation of the solid atomic system, i.e., for which the energy scales of the band structure dominate over the energy provided by the laser. Here, the energy transfer from the laser to the solid needs to be modeled until the breakdown of the solid, i.e., until the solid bonds get suspended and/or the energy deposition of the laser becomes localized at the critical-density surface of the quasi-free electron cloud. Second, after the breakdown of the solid, the matter can be modeled as a collective fluid of electrons and ions. The laser deposits energy mainly at the critical-density surface into the electronic system, e.g., by inverse bremsstrahlung and resonance absorption. Third, for relativistic prepulses and the ultra-relativistic laser peak, the laser field dominates the system. At these intensities, the ponderomotive force is strong and allows for a kinetic treatment of particles and electromagnetic fields in particle-in-cell (PIC) simulations. A combination of all required modeling capabilities in a single simulation tool at full dimensionality is not available yet and a common approach is to make transitions between different simulation tools at different temporal and laser-intensity scales.

### 2.1.3.1. Breakdown of the solid

A classification of solids by their conductivity allows them to be separated into metals, semiconductors and dielectrics. For metals, the Fermi energy is located in the conduction band while, for dielectrics, the Fermi energy is located in the band gap between valence and conduction band. The optical properties of metals and dielectrics are consequently very different. The conduction-band electrons in a metal can absorb light from a continuous energy range and naturally show a collective plasma-like response that enables the reflection of optical light. Dielectrics with a band gap higher than the
incident photon energy, however, are mostly transmissive to incident radiation. The breakdown of both, metals and dielectrics, is connected to the removal of the solid bonds. Generally, this can be called melting. A detailed review in the context of laser ablation from solids can be found in Ref. [172].

Figure 2.6 gives an overview of the relevant laser intensities, timescales and physical mechanisms of laser-induced breakdown. In the context of high-intensity laser-solid interactions, the term \textit{Ablation} can be associated with target pre-expansion. Metals usually show a lower intensity threshold of breakdown, starting already around $10^{10}$ W/cm$^2$. The melting of a metal is driven by the collision rate of laser-heated electrons with the lattice (electron-phonon collisions). The laser energy is first absorbed by the electron system and subsequently distributed to the lattice, which melts like in a classical description (left side of figure 2.6). Depending on the band gap, the breakdown of dielectrics usually occurs at higher intensities of up to $10^{14}$ W/cm$^2$ (right side of figure 2.6). The possible mechanisms that lead to breakdown are more diverse. Generally, the generation of quasi-free electrons in the conduction band occurs first by \textit{strong-field ionization}, i.e. \textit{multi-photon ionization} or \textit{tunnel ionization}. The subsequent collisional generation of further quasi-free electrons (\textit{avalanche ionization}, also called \textit{impact ionization}) highly depends on laser intensity and pulse duration. The solid bonds are either removed directly by the excitation of electrons \textit{(nonthermal melting)} or by collisions of the excited electrons with the lattice or bound electrons, which heats the lattice in a classical way. A more detailed description of the laser-induced breakdown of dielectrics is given in chapter 3.

The breakdown of the target is an important quantity for start-to-end simulation of high-intensity laser-solid interactions. It defines the starting point from which on the target can be modeled as a two temperature plasma-fluid and from which on laser energy deposition becomes highly efficient to drive significant target pre-expansion. Only recently, a publication raised the topic of target breakdown of different foil-target materials that are commonly used in laser-ion acceleration and discusses the implications to the laser contrast of different high-power laser systems [202]. Up to now, the topic of target breakdown received not much attention by the research community of high-intensity laser-ion acceleration. Today, most often dielectric targets, e.g., plastic foils or cryogenic hydrogen, are used to generate highest proton energies, see references [103, 201, 90, 211] and Rehwald et al. [168]. Chapter 3 of this thesis explores dielectric breakdown in experiments of ultra-relativistic laser-solid interactions and it’s relation to the laser contrast.

\subsection*{2.1.3.2. Radiation-hydrodynamics modeling of the leading-edge-driven target pre-expansion}

For laser intensities in the leading edge of a high-power laser, radiation-hydrodynamics simulations are commonly used to compute the comparably long timescales between target breakdown and the interaction of the target with the relativistic intensities close to the peak of the laser pulse. The plasma is treated as a fluid of electrons and ions and different models are implemented to calculate the deposition of laser energy to the electron fluid. Depending on the software, different spatial dimensionality and laser-intensity ranges can be simulated. \textit{MULTI2D} [166], \textit{Multi-fs} [165] and the \textit{FLASH code} [71] are examples with different modeling capabilities.

In the following, the generally produced plasma dynamics are exemplified by a radiation-hydrodynamics simulation with the \textit{Pollux} code in figure 2.7 (a) from Ref. [133]. An artificial laser pedestal of 0.5 ns (red solid line) and 3.5 ns (black solid line) duration with a constant intensity of $1 \cdot 10^{12}$ W/cm$^2$ impinges from the left onto a 25 $\mu$m-thick Copper-foil target and modifies the electron density in the presented way. Both cases represent the target density distribution at the time of the arrival of the ultra-relativistic laser pulse on target. The laser pedestal heats the front surface of the target at the position of the critical plasma density (horizontal blue line) and produces an exponential front-surface scalelength $L_{O}$ of the plasma density by ablation. The ablation pressure on the front surface causes a material-compression wave that propagates into the target bulk. The compression wave is visible as a density peak of the black line in the inset of figure 2.7 (a). Between the position of the compression wave and the position of the critical plasma density, a reduction of the initial solid density with a ramp-like shape is produced. It can be approximated by a second exponential scalelength $L_{I}$ of the plasma density.

The described mechanisms are well-known from the direct-drive approach of inertial-confinement fu-
Results of radiation-hydrodynamic simulations: Electron density distributions on the front side of a Copper target after irradiation by an artificial laser pedestal of $1 \cdot 10^{12}$ W/cm$^2$ intensity with a duration of 0.5 ns (red solid line) and 3.5 ns (black solid line). For this experiment, the critical density is located at $1 \cdot 10^{21}$ cm$^{-3}$. Experimental measurements of the density are given as dotted lines. Interferometry measurements by optical probing. Upper: 0.5 ns pedestal, Lower: 3.6 ns pedestal. The laser is entering the field of view from the left. Refraction by the solid target (black regions) and parasitic plasma self-emission (white spot) is visible on the right-hand side of each image. For both interferograms, the symmetric refraction around the horizontal axis shows the channeling of the laser pulse in the undercritical pre-plasma.

Hydrodynamic simulations model the plasma dynamics in an equilibrium way via local temperatures, densities, heat capacity, conductivity, etc. The equation of state (EOS) defines the relationship between the thermodynamic quantities of the system, e.g., temperature, density, volume and pressure. The EOS is an important input parameter for hydrodynamic simulations. For two-temperature plasmas, e.g., plasmas with a different electron and ion temperature, the Frankfurt equation of state (FEOS) [63] can be used. Furthermore, a correct modeling of the heat-transfer rate is relevant. The EOS defines how a material-compression wave propagates through the target and which thermodynamic state is generated during and after compression. The influence is coherently explained in Ref. [120]. In this reference, the reflection of a compression wave on the rear surface of the target and the subsequent generation of a rear-side plasma-density gradient is discussed together with other geometric effects that impact the directionality of ion acceleration in the TNSA regime. Depending on the target thickness and the duration of the laser pedestal, the compression wave is able to not only reach the rear surface and get reflected once. It can also be reflected back and forth between the rear and front side of the target and by this completely smear out all sharp density gradients of an initially box-shaped density profile of a solid target. Because of mass conservation, the generation of large front-side and rear-side plasma-density gradients is connected to a reduction of peak density. Depending on the intensity level and duration of the laser pedestal, target pre-expansion can cause a reduction of the peak density even down to the critical density, like it is presented in figure 2.8 from Ref. [132]. In this reference, a metal foil of 5 µm thickness is irradiated by a 1 ns pedestal of $1 \cdot 10^{13}$ W/cm$^2$ intensity, which corresponds to the intrinsically present nanosecond pedestal of the leading edge of the utilized high-power laser. The displayed line-out of density is taken along the laser axis and the blue line marks the critical plasma density. The line-out visualizes the generated large-scale front-side and rear-side plasma-density gradients together with the significant reduction of
Two-dimensional electron-density distribution of a 5 µm-metal-foil target after irradiation by a laser pedestal of 1 ns duration with an intensity of $1 \times 10^{13}$ W/cm$^2$. The line-out of density is taken along the central laser axis. It shows a large-scale front-side and rear-side plasma-density gradient together with the reduction of the peak density down to the critical plasma density.

For thinner metal targets, a lowering of the peak density even below the critical density is reported.

As shown, radiation-hydrodynamics simulations are a convenient tool to model the interaction of the leading edge of a high-power laser with a solid-density target on the timescale of nanoseconds down to picoseconds. The subsequent relativistic laser-plasma interaction around the laser peak highly depends on the generated plasma distribution by target pre-expansion. However, the limitations of each simulation tool with respect to the implemented heating mechanisms of electrons, reduced dimensionality and the negligence of ionization and recombination provides possible sources of errors and a comparison between different simulation tools with respect to their known limitations is requires for quantitatively valid results.

2.1.3.3. Modeling of the relativistic interaction by particle-in-cell simulations

The laser-plasma interaction at relativistic laser intensities is characterized by the generation of hot electrons. Laser-electron heating occurs by different mechanism, e.g., Brunel heating [33], $J \times B$ heating [109, 205] and the ponderomotive force. In first approximation, the generated plasma is collisionless and the electromagnetic field of the laser together with the generated charge-separation fields dominate the system. The regime is typically modeled by particle-in-cell (PIC) simulations. In PIC simulations, the particles are grouped to macro-particles. They are able to move in a continuous space according to the electromagnetic fields present. In contrast to that, Maxwell’s equations are solved on a discrete and fixed grid and the local currents are calculated by the particle motion. Details on the general principle, the capabilities and applications in laser-plasma physics can be found for example in Ref. [14].

Several PIC-simulation tools are available, e.g., EPOCH [14], OSIRIS [70], Warp-X [198] and PI-ConGPU [35, 36]. Most of them are highly parallelized to manage the computational requirements. For high-intensity laser-solid interactions, most simulations are performed in one or two-dimensional space. Three-dimensional simulations are rare, because the computational expenses increase drastically and challenge the limits of the largest existing computer-clusters worldwide. Today, the available machines limit the computable scales of high-intensity laser-solid interactions to tens of micrometer in each spatial dimension and hundreds of femtoseconds in time (with respect to lasers at 800 nm wavelength). These limits hinder the simulation of the relativistic laser-solid interaction together with the leading-edge-driven target pre-expansion. Furthermore, physical interaction mechanisms that occur
Figure 2.9: (a) Figure copied from [14]. Snapshot of the electron density (gray) of a PIC simulation in which a relativistic laser pulse (oscillating field is visible in red-blue colorscale) is interacting with a solid-density foil target with pre-plasma on the front and on the rear side. The laser propagates from the left side towards the foil and generates a channel through the pre-plasma. At the front side of the foil, the laser heats electrons (red colorscale) that spread into the surrounding plasma. (b) Figure copied from [34]. Snapshot of the electron density (gray) of a PIC simulation in which a relativistic laser pulse propagates through a target of nearcritical density. The initial peak density of the target is $0.5n_c$ with a half-sinusoidal distribution from left to right. For the presented timestep, the laser already left the simulation box and created a channel through the entire target.
at lower laser intensities are only partially or not at all included in today’s PIC-simulation tools, e.g., collisional plasmas, ionization and recombination, atomic-radiation processes and collective phenomena of solid-state physics. As the computational resources increase over the years, many possibilities for future improvements exist [13].

For the here described staged approach of start-to-end simulations, the results of the radiation-hydrodynamic modeling are transferred as initial conditions to the PIC simulation. Usually, a transition time at hundreds of femtoseconds or single picoseconds before the high-intensity laser peak is chosen [141, 57], i.e., a point at which the laser intensity approaches relativistic intensities. To generally illustrate the possible interactions, figure 2.9 presents two different scenarios.

In figure 2.9 (a), the target is modeled as a solid-density foil with pre-plasma on the front and on the rear surface. The electron density is shown by the gray colorscale. The laser (oscillating field is shown in red-blue colorscale) propagates from the left side into the plasma and creates a channel inside the pre-plasma. At the position where the targets becomes highly overcritical, the laser creates a cloud of hot electrons (red colorscale). Imagining zero pre-plasma on the rear side of the foil target, the hot electrons would generate a Debye-sheath with a strong charge-separation field that subsequently accelerates ions from the rear side of the target via TNSA. However, a large amount of pre-plasma on the rear side, like in the visualized example, suppresses this effect and minimizes the acceleration of particles into the surrounding vacuum.

Figure 2.9 (b) shows a scenario in which the initial target is completely undercritical (electron density in gray). The target is initialized as a half-sinusoidal distribution of plasma density with a peak at \(0.5 \rho_c\). The laser propagates from the left to the right and, for the presented timestep, already left the simulation box. The laser created a channel through the entire target and produced a complex and dynamic plasma structure. Charge separation is also present, but not in the same simple picture as in the TNSA description.

Both scenarios, together with the afore discussed target pre-expansion by compression waves that are driven by the intrinsically present leading edge, give an idea of the complexity of a target-thickness scan like it is presented in figure 2.5. As all high-power lasers feature an intrinsic leading edge, precise numerical modeling during all stages of the laser-target interaction is the contemporary challenge to disentangle different particle-acceleration mechanisms, especially in the RIT and nearcritical-density regime [132, 90, 57].

2.1.4. Comparison of experimental diagnostics and numerical modeling

In high-intensity laser-solid experiments and their simulations, the commonly followed procedure is the comparison of the ensamble of generated final or temporally-integrated reaction products. This includes, for example, x-ray spectra and x-ray yield [195, 129], charge state of accelerated ion species [141], spatial and temporal shape of the high-intensity laser beam after reaction [150, 207], electron temperature [56] and properties of the accelerated ion beam [187, 162]. Usually, there exist only two comparable end points between the simulation and the experiment: The final reaction products and the initial “cold” density distribution of the target together with the temporal and spatial properties of the laser beam. This circumstance is related to the ultra-fast timescale of the interaction itself.

In most experiments, the pulse duration of the high-intensity laser is the shortest available quantity. The generation of the reactions products occurs on a similar or shorter timescale and it is challenging to find a sufficiently short probe for time-resolved experimental investigations. In contrast to that, numerical simulations give a detailed insight to the laser-plasma dynamics. Thus, PIC simulations are the common tool to visualize or illustrate the generation mechanism of reaction products today.

Time-resolved diagnostics for imaging the dynamics of strong electric fields via particle beams [29, 173] or for probing of the density and temperature evolution inside a solid target via x-ray free-electron lasers [73, 69] exists. However, they are challenging to implement or simply not available at every experimental facility. A more commonly followed approach is the implementation of time-resolved optical-microscopy techniques to characterize the evolution of the plasma density. Measurements can restrict the range of possible target parameters that are generated by the intrinsic or an artificial leading edge, e.g., shortly before the onset of the relativistic interaction. Figure 2.7 presents an example from Ref. [133]. Here, a short-pulse optical backlighter was used to benchmark the simulated pre-
Figure 2.10.: (a) General setup of optical probing: The high-intensity pump laser is focused onto a solid-density target that is transversally probed by a short-pulse backlighter, e.g., a second harmonic (“2w”) signal of the pump beam (“1w”). The probe beam is imaged to a camera via a microscope (objective or lens). The temporal resolution is given by the pulse duration of the backlighter and the delay between pump and probe is usually variable. (b) Figure copied from [134]: Ray-tracing results of a probe beam penetrating a surface gradient of plasma density (for details see text). Isolines of plasma density in units of the critical plasma density are given by different colors. The rays (blue lines) penetrate approximately up to $0.1n_c$. (c) Figure copied from [111]: Shadowgram as derived by transverse optical probing of the interaction of a pump laser with a peak intensity of $5 \times 10^{20}$ W/cm$^2$ and 0.5 ps pulse duration with a 5 µm-Copper foil at 200 ps after the pump-laser peak. The dotted line marks the position at which the initially cold front surface of the target was located. Significant plasma expansion is visible on the front and rear side of the target.

expansion of the plasma via optical interferometry (figure 2.7 (b)). The calculated density distribution is shown as dotted lines in figure 2.7 (a) for both leading-edge durations (0.5 ns in red, 3.6 ns in black). Although only densities much lower than the critical density are accessible, the technique gives, in principle, a temporally resolved information and by this provides experimental boundary conditions to the sophisticated chain of numerical modeling of start-to-end simulations.

The breakdown of the solid target, the pre-plasma evolution and the plasma-expansion dynamics induced by the ultra-relativistic laser peak are all topics of scientific interest for a better understanding of high-intensity laser-solid interactions, i.e., to optimize the source of laser-accelerated particle. The three topics are ideally suited for an investigation via time-resolved optical-microscopy techniques. This thesis issues all three topics and demonstrates the dependency and relevance with respect to the leading edge of a high-power-laser system. Time-resolved optical microscopy is used to derive experimental boundaries and insight to specific parts of start-to-end simulations that are embedded in a larger project on the development of enhanced laser-driven ion sources from renewable targets.

Now, given that the scientific challenges are stated and a general literature background is provided, the following subsections give an overview on the technical aspects of optical probing in high-intensity laser-solid experiments. An introduction to the different methodologies and the challenge of parasitic plasma self-emission is provided. Finally, the specialized probing technique of off-harmonic optical probing is introduced.
2.1.5. Optical probing of high-intensity laser-solid interactions

The terminology “optical probing” usually refers to an experimental configuration in which the interaction of a high-intensity “pump laser” and a target is visualized using an optical “probe laser”. The probe-laser pulses are used as a stroboscopic backlighter of the plasma dynamics of the target and a microscope magnifies the interaction either by a lens or by an objective. This allows to transport time-resolved amplitude damping and/or phase-shift information of the target density to a CCD or CMOS chip of a camera. The temporal resolution of the captured data is generally given by the pulse duration of the backlighter. A simplified setup is presented in figure 2.10 (a).

Commonly, the probe-laser beam is picked from the pump-laser system, for example by a beam splitter in the amplification chain and an individual compressor or by picking a signal from the pump beam after compression. Most often the probe signal is frequency converted via second-harmonic generation to achieve a better contrast to the scattered light from the pump beam via spectral filtering and to penetrate higher plasma densities (see the scaling of $n_c$ with laser wavelength in fig. 2.1 (a)).

### 2.1.5.1. Refraction on solid-density targets

Time-resolved optical-probing diagnostics can infer target-density information at different temporal delays during the high-intensity laser-solid interaction. As the refractive index of a plasma drops to zero at the critical density $n_c$, probe rays are able to penetrate the undercritical densities of the target only. In this range, the refractive index is smaller than one and a strong density dependence especially for densities higher than 0.1$n_c$ is observed (compare to scaling in figure 2.1 (b)). The peak density of solid-density targets is typically between tens and hundreds of $n_c$ and the scalelength of the density gradients below $n_c$ is typically between tens of nanometers and multiple tens of micrometers. Because of the strong refraction with increasing plasma density, the probe rays usually never reach the critical-density surface but get refracted beforehand. This is visualized in figure 2.10 (b) from Ref. [134]. Here, a ray-tracing simulation of an experiment with reflective optical probing at the rear side of a foil target is conducted. The angle of incidence of the probe is 53° to the target-normal direction. The high-intensity pump laser impinges the front surface of the solid target and creates a rear-side plasma expansion. This plasma expansion is modeled by a two-dimensional Gaussian plasma-density distribution and an exponentially decaying plasma density with a scalelength of 6.2 µm. The isolines of density are shown by different colors in figure 2.10 (b). The results of the ray tracing are shown as blue lines. Almost all rays do not reach the critical density surface but instead get refracted close to about 0.1$n_c$.

### 2.1.5.2. Shadowgraphy

A technique to visualize refractive objects is shadowgraphy. It is commonly used to image disturbances or flows of transparent media. From a microscopy perspective, it can be considered as a type of bright field imaging of, most often three-dimensional, phase objects. However, absorption would also be visualized with this technique. An exemplary shadowgram is shown in figure 2.10 (c) from Ref. [111]. Here, a 5 µm-Copper foil is pumped by a 0.5 ps-laser pulse with a peak intensity of $5 \times 10^{20}$ W/cm². A probe laser, in a configuration like it is shown in figure 2.10 (a), is utilized as a backlighter for capturing shadowgrams of the target at 200 ps after the pump-laser pulse. The dotted line shows the position of the initial front surface of the target. The shadow shows target expansion on the front and on the rear side of the target. The comparison between the initial front side and the edge of the shadow illustrates the binary type of information that a shadowgraphy diagnostic is able to provide. Although the edge of the shadow is clearly visible, it is not straight forward to deduce properties of the density distribution from it. The shadow is the result of light deflection by propagation through a three-dimensional refractive-index distribution. The edge of the shadow marks the transition between rays that are captured by the numerical aperture (NA) of the microscope and rays that are deflected to higher angles than the NA of the microscope. In summary, shadowgraphy is a diagnostic that is selective to the deflection angle of the probe rays. Because of its simplicity, the technique is often used for optical probing of high-intensity laser-solid experiments in different geometries, e.g., see references [30, 83, 128, 111, 134, 139].
2.1.5.3. Interferometry

An optical technique that is closer related to the derivation of the target density is interferometry. Most often, Mach-Zehnder or Nomarski-type interferometers are used [99, 133, 95]. The technique allows to record the phase shift of a light wave that is probing undercritical target densities by evaluation of the amount of fringe shift in the captured interferogram. The basic principles of interferometry can be found in text books about optics, e.g. in Ref. [88]. Exemplary interferograms from Ref. [133] are presented in figure 2.7 (b). The relevance of the derived target-density information as a benchmark for numerical modeling is already discussed in the previous section.

The main steps and required assumptions to calculate density information from an interferogram are as follows. To derive the amplitude-damping and phase-shift information, the interferogram is transformed into Fourier space. One of the two sidebands is cropped and an inverse Fourier transform is applied to the sideband only. The polar representation of the resulting complex-valued image directly gives the phase-shift and amplitude-damping information. Note, due to cropping in Fourier-space the spatial resolution is lower than in the original interferogram and the square of the amplitude damping information contains the same information as a shadowgram. However, an important prerequisite for an evaluation of a phase-shift map is the straight line of propagation through the target. This excludes the interpretation of phase-shift data in the vicinity of the shadow edge, as this edge specifically marks a region of non-straight propagation through the plasma-density distribution. To transform the phase-shift map to a map of refractive indices or electron density, further assumptions about the geometry of the target are required. For high-intensity laser-solid interactions, most often the high-intensity pump laser defines an axis of radial symmetry. This is nicely illustrated by the channeling of the pump-laser pulse in the preplasma of the solid target in the lower image of figure 2.7 (b). Here, the horizontal line in the middle of the laser channel is the symmetry axis of the preplasma. By inverse Abel transformation, the electron-density distribution of the plasma is derived in cylinder coordinates. The cylinder axis is given by the symmetry axis. Details about the Abel transform and the derivation of the electron density are available in Appendix A. For the interferograms in figure 2.7 (b), the resulting electron-density distribution along the symmetry axis is displayed in figure 2.7 (a) as dotted lines.

2.1.5.4. Other methods

Other methods of optical probing are for example polarimetry for the detection of magnetic fields [100] and few-cycle optical probing to visualize very fast processes [184]. Both techniques are usually used to investigate interactions of high-intensity lasers with undercritical targets. Furthermore, several techniques about the aquisition of multiple pump-probe delays in a single shot are demonstrated, e.g., probing with a double pulse of different color [99] or chirping of broadband laser pulses [125, 87]. Both techniques rely on the spectral discrimination by gratings or spectral bandpass filters before detection to discriminate between different pump-probe delays. In addition, polarization can be used for separation as well [50].

2.1.6. The challenge of parasitic plasma self-emission

A well-known source of noise for optical probing of high-intensity laser-solid interactions is plasma self-emission. It is often visible in published optical-probing data and appears as region of saturated signal on the camera (see central white spots in the images of figure 2.7 (b)). It is unwanted, as it shields the region of the highest pump-laser intensity on the target, i.e., the center of the interaction. Plasma self-emission is a generalized name for radiation that originates from light scattering and a diversity of mechanism during the high-intensity laser-plasma interaction. Figure 2.11 (a) shows a sketch and summarizes target parameters that influence the mechanisms at play. In the following, several generation mechanisms of plasma self-emission are highlighted and exemplary measurements are presented.

For undercritical plasmas, the high-intensity laser can experience self-phase modulation [203], spectral broadening [196] and depletion [60, 113]. The spectral properties of the laser beam after interaction are exemplified by figure 2.11 (b) from Ref. [113]. Here, a high-intensity laser with a peak intensity...
Figure 2.11.: Plasma self-emission: (a) General sketch of target properties that influence the occurrence and emission angle of self-emission. (b) Figure copied from [113]: High-intensity laser spectrum after propagation through a 500 µm-thick undercritical target with a varying peak density up to \( \sim 1 \% n_c \) (\( I_L \sim 3 \cdot 10^{19} \text{ W/cm}^2 \)). The initial laser spectrum is given in blue. (c) Second- and third-harmonic generation into specular direction from the front side of a 0.32 µm-thick Formvar-foil target (\( I_L \sim 5 \cdot 10^{21} \text{ W/cm}^2 \)). (d) Rear-side emission from a 2 µm-Titanium and a 12.5 µm-Tungsten-foil target (\( I_L \sim 5 \cdot 10^{20} \text{ W/cm}^2 \)). The solid lines in figures (c) and (d) show the mean over multiple shots and the shaded areas show the corresponding standard deviation of the mean. The approximate initial laser spectrum is given in blue and the detection threshold of the spectrometer setup is given in black.
of $3 \cdot 10^{19} \text{ W/cm}^2$ is propagating through a 500$\mu$m-thick gas-jet target with peak densities up to $1 \% n_e \approx 1.9 \cdot 10^{19}$ $\text{cm}^{-3}$. The initial laser spectrum (blue) is significantly broadened into the visible and into the near-infrared spectral region (see red spectrum). Viewing the spectra and their evolution with plasma density, an interpolation to further increased target density suggest a redistribution of the laser energy over a broad spectral range. This observation can also be transferred to high-intensity laser-solid interactions, given specific target parameters. For a significant amount of pre-expansion, e.g., with plasma-density scalelength of multiple tens up to hundreds of micrometers, or a peak density of the target in the nearcritical-density regime, the laser propagates in plasma with similar densities like in the presented measurements. Strong spectral shifts are thus expected in these cases.

The front side of solid-density targets can be used as an efficient source for attosecond pulses [204]. Their occurrence goes along with the generation of surface harmonics driven by high-intensity lasers [193]. The scalelength of the plasma density on the front surface and the laser intensity are defining parameters of the specific generation mechanisms of the harmonics (relativistic oscillating mirror or coherent-wake emission). In the optical spectral region, harmonic generation is usually present as the second- ($2\omega$) and third-harmonic ($3\omega$) of the pump-laser wavelength ($1\omega$). Figure 2.11 (c) shows an exemplary spectrum of the specularly reflected light from a laser-solid interaction at $5 \cdot 10^{21} \text{ W/cm}^2$ peak intensity (DRACO-PW laser) and a 0.32$\mu$m-thick Formvar-foil target at 45° angle of incidence. Spectral broadening of the fundamental beam together with the generation of a second- and third-harmonic beam are clearly visible. The fluctuating signal peaks near the detection threshold are caused by parasitic gamma rays that occasionally hit the semiconductor chip of the spectrometer. Note that the energy of the second harmonic signal is nearly equal to the residual energy of the fundamental beam. During equivalent laser-target interactions, usually the whole experimental chamber is dominated by blue light that is produced by second-harmonic generation.

The light emission from the rear side of solid-density targets depends on the material, thickness, peak density and spatial dimensions of the target. One source of light is given by optical transition radiation generated by laser-heated fast electrons that traverse the plasma-vacuum interface on the rear side of the target. Depending on the heating mechanism of the electrons, the emission occurs at the fundamental or the second harmonic of the laser beam [41]. Additionally, the laser-heated electrons cause return currents and produce a hot plasma that is radiating thermal emission. Both sources can be disentangled by time-resolved observations of the self-emission [178, 128]. For thin or strongly pre-expanded solid targets, the laser can leak through the target, e.g., by RIT, and is able to interfere with the transition radiation of electrons on the rear surface [207]. Figure 2.11 (d) shows spectra that are measured at the rears side of a 2$\mu$m-thick Titanium and a 12.5$\mu$m-thick Tungsten foil for a pump-laser peak intensity of $5 \cdot 10^{20} \text{ W/cm}^2$ (DRACO-150TW laser). The laser is incident at 45° to the target-normal direction and the observation angle is close to the laser-forward direction. In both cases, the measured signal shows spectral broadening of the initial laser spectrum and a significant amount of spectrally homogeneous emission is observed at wavelength lower than 650 nm. While there is shot-to-shot fluctuation of the homogeneous spectral emission for the thinner Titanium target, the homogeneous emission is highly stable for the thicker Tungsten target. In contrast to that, the spectral emission around the initial laser spectrum is fluctuating from shot to shot for both targets.

The different sources of optical emission from a high-intensity laser-solid interaction are challenging to disentangle, if the front and rear side of the target are not that well differentiable, e.g., for targets with small spatial scale and non-planar surfaces like rods, wires or spheres. Furthermore, the dominant generation mechanisms can change by changing the laser contrast, as this is known to change the target parameters significantly. Data of plasma self-emission from the cryogenic hydrogen-jet target is presented in section 2.3.4.

### 2.1.7. Off-harmonic optical probing

A shift the probe-laser wavelength away from the fundamental spectrum and the harmonics of the pump laser is a promising path to overcome parasitic plasma self-emission for optical-probing diagnostics of high-intensity laser-solid interactions. The method was first introduced as frequency-shifted shearing interferometry in Ref. [65]. For generality, in the following the technique is referred to as off-harmonic optical probing, as introduced in Ref. Bernert et al. [24].
Figure 2.12.: Figure copied from [65]. Off-harmonic optical probing: (a) Shadowgram without spectral filtering. Parasitic plasma self-emission saturates the camera at the center of the laser-solid interaction. (b) Shadowgram with spectral filtering. The plasma self-emission is removed and plasma dynamics are visible. (c) Spectral distribution of the plasma self-emission (green), spectrum of the probe laser (orange) and spectral transmission function of the Notch filter utilized for spectral filtering (blue).

The principle of the technique is demonstrated in figure 2.12 from Ref. [65]. The corresponding experiments utilize a water-jet target and a 30 fs pump laser with a peak intensity of $5 \cdot 10^{18}$ W/cm$^2$. Figure 2.12 (a) shows a shadowgram in which the plasma self-emission saturates the camera in the center of the laser-solid interaction. In contrast, figure 2.12 (b) shows the shadowgram as derived by off-harmonic optical probing. The plasma self-emission is removed and modifications of the target are observed. The principle is demonstrated in figure 2.12 (c). As discussed previously, plasma self-emission can have a characteristic spectral distribution, like for example a strong second-harmonic emission of the fundamental pump-laser spectrum. In figure 2.12 (c), the spectrum of the second-harmonic is shown in green. If the backlighter spectrum (orange) is spectrally well separated from the plasma self-emission, spectral filtering can be used to differentiate between the parasitic signal and the probe signal. Here, spectral filtering is achieved by a Notch filter (blue).

Off-harmonic optical probing is demonstrated in several publications. For example in Ref. [20], the technique is utilized at a pump-laser peak intensity of $4 \cdot 10^{19}$ W/cm$^2$. An ultra-short optical probe pulse with a broad spectral bandwidth [184] is used in combination with a narrow bandpass filter between microscope objective and camera. The bandpass filter transmits light in a narrow spectral band inbetween the fundamental and the second-harmonic spectrum of the high-intensity pump laser only. Note that the temporal resolution of a backlighter pulse at the position of the target is transported up to the camera, even if the bandwidth is clipped in the microscopy beamline [184]. In Ref. [213], off-harmonic optical probing is demonstrated at a pump-laser peak intensity of $5 \cdot 10^{20}$ W/cm$^2$. Different techniques of spectral filtering are tested to suppress the plasma self-emission on the camera, i.e., stacking of narrow-band dielectric interference filters, narrow-band high-reflection mirrors in transmission geometry and a reflective grating in the microscopy beamline. The attempts show success for a high temporal contrast of the pump laser. The authors conclude that the residual plasma self-emission is within the spectral band of the optical backlighter. A related experiment with detailed spectral analysis of the plasma self-emission and spectral-filter functions is performed at a pump-laser peak intensity of $5 \cdot 10^{21}$ W/cm$^2$ in Ref. Bernert et al. [24]. The reference is one pillar of this thesis and the content of Ref. [24] is presented in more detail in the following chapters.

In contrast to conventional probing techniques that rely on the fundamental or the second harmonic of the pump laser, the probe beam in the case of off-harmonic optical probing is usually not picked from the high-intensity pump beam after compression. Although a non-linear frequency conversion should, in principle, yield a variety of wavelength between the harmonics and the fundamental spectrum of the
pump laser, the usual fluctuation in spectral amplitude and phase at the spatial rim of a collimated high-intensity laser beam together with the non-Gaussian spatial beam profile that is generated by a pick-off mirror are disadvantageous as a seed for stable frequency conversion. Furthermore, changes in the settings of the pump beam would unavoidably induce changes in the probe-beam parameters and require readjustment or changes of the probing setup. Instead, a long-term implementation of an easily available, highly stable and comparably small laser system can be beneficial for a high-intensity laser-plasma laboratory. Such an implementation enables independent target alignment, synchronized probing of laser-plasma experiments and independent small-scale experiments, e.g., about targetry. Thus, it stimulates parallelized work in different target areas and enables time-consuming, detailed investigations.

Generally, two approaches for the generation of an off-harmonic optical probe beam are available. Either the seed of the probe beam is picked from the same oscillator like the pump beam and the seed is subsequently amplified to the desired power level [65], or the probe beam is generated by a secondary stand-alone laser system with an oscillator that is electronically synchronized to the oscillator of the pump laser [213] and Bernert et al. [24]. The first approach yields a minimum of temporal delay jitter between pump and probe in the experiment. However, under negligence of non-linear frequency shifts, the seed wavelength of the probe needs to be contained in the spectrum of the pump-laser oscillator. In contrast, wavelengths far away from each of the harmonics and the fundamental spectrum of the pump laser are easily reached by a laser system that is based on a completely different laser material. For this solution, a consideration of the temporal synchronization between the two laser oscillators is of major importance. In this thesis, the second option is chosen and details about the probe-laser system and the temporal synchronization are given in sections 2.3.1 and 2.3.2.

2.2. Laser-driven proton acceleration from cryogenic hydrogen jets

This section provides an overview about the research project of laser-driven proton acceleration from cryogenic hydrogen jets in which this thesis is embedded and highlights the contributions of the thesis to recent achievements of the project.

2.2.1. Introduction to the project

The mission of the research group on laser-ion acceleration at Helmholtz-Zentrum Dresden – Rossendorf (HZDR) [8] in Dresden, Germany, is the development and optimization of a translational research-platform for radiation-oncology with laser-accelerated protons. This requires multi-disciplinary efforts in fundamental research, life science and engineering. The three main pillars are summarized in figure 2.13 (a), (b) and (c). Figure 2.13 (a) shows aspects of the optimization of the laser-target interaction to achieve highest spectral particle yield at maximized proton energy. This includes the development and implementation of laser metrology, concepts of renewable target production together with the development and application of plasma diagnostics. The combination of experimental diagnostics and advanced numerical modeling enables insights to the acceleration process and fosters reliability and control of the particle source. Figure 2.13 (b) displays aspects of the transport beamline of laser-accelerated protons. The required developments include particle-beamline concepts [131], individual beamline components [31] and dosimetry [169], all adapted to the characteristic properties of laser-accelerated proton beams. Figure 2.13 (c) illustrates the required developments of radio-biological models, treatment concepts and the conduction of comparative studies with existing technologies in radiation-oncology [101, 25, 108]. An overview of the international state-of-the-art of radiobiological experiments with laser-accelerated protons can be found in Ref. [37].

This thesis is placed in part (a) of the research platform of figure 2.13 and provides insight to the high-intensity laser-solid interaction from experimental plasma diagnostics, specifically, data that is retrieved by optical probing. The experiments are part of a collaborative project on laser-proton acceleration from cryogenic hydrogen-jet targets. For the development of the target and its utilization in experiments on laser-proton acceleration, the HZDR group regularly joins collaborative experiments with the research group on High Energy Density Science (HEDS) from the SLAC National Accelerator
Figure 2.13.: Mission of the research group on laser-ion acceleration at Helmholtz-Zentrum Dresden–Rossendorf: development and optimization of a platform delivering laser-accelerated protons for translational research in radiation-oncology. This comprises: (a) Optimization of the laser-target interaction towards high spectral particle yield with maximum-achievable proton energies via the development and implementation of laser metrology, plasma diagnostics, renewable target production and numerical modeling. (b) Particle transport requires the development of specialized particle-beamline concepts and components together with dosimetry methods that are adapted to the characteristics of the laser-driven particle source. (c) The utilization of laser-accelerated particles in radio-biological studies requires the development of biological models, treatment concepts and the conduction of comparative studies with existing technologies in radiation-oncology.

Laboratory [5] and Sebastian Göde, scientist at the high-energy-density instrument at European XFEL [4]. Several collaborative achievements are published, see references [75, 74, 78, 144, 146, 213], Bernert et al. [24], Rehwald et al. [168] and Bernert et al. [23]. To provide the specific background of this thesis, the most prominent and recent results that are achieved in an experiment at the DRACO-PW laser in 2019 are presented in the following section 2.2.5. Before that, the general properties of the cryogenic hydrogen-jet target (section 2.2.2), the DRACO-laser infrastructure (section 2.2.3) and the experimental setup (section 2.2.4) are summarized.

2.2.2. The cryogenic hydrogen-jet target

Cryogenic hydrogen jets are a common target in laser-driven proton acceleration, see references [127, 159] and Rehwald et al. [168]. Because of the self-replenishing and continuous target delivery that, in principle, allows for high-repetition-rate experiments [104] and laser-driven proton beams at 1 Hz [75], it is a highly attractive target. The target is constituted by protons and electrons only. It overcomes the pollution of optics in the target chamber by target debris and the beam of accelerated particles contains only a single ion species. For target production, the hydrogen is cooled down to liquid temperatures by a cryostat. After liquefaction, the hydrogen is pressed through a micrometer-sized aperture into the vacuum [104]. The aperture shape defines the spatial shapes of the jet, e.g., cylindrical or sheet-like. The technical aspects of target production are summarized in Ref. [47]. The continuous liquid jet propagates with a speed of about 100 m/s into the vacuum of the experimental chamber, solidifies after about one millimeter of propagation by evaporative cooling and forms a hydrogen ice with a random mixture of face-center-cubic (fcc) and hexagonal-close-packed (hcp) crystal domains [110]. Figure 2.14 (b) from Ref. [110] gives an overview of the propagation of the jet into the vacuum. The solidification process stops the hydrodynamic motion of the liquid and enables a target delivery at tens of millimeters below the nozzle with a spatial jitter on the micrometer scale [144], i.e., a spatial dimension comparable with the focal-spot size of the high-intensity laser. A measurement of the
Figure 2.14.: (a) Bright-field images (1, 2) and dark-field image (3) of the cylindrical hydrogen-jet target of 5 µm diameter at backlighter wavelength of 258 nm and 515 nm. All images show a different position of the jet target. High and reduced spatial resolution corresponds to a measured spatial resolution limit of ~ 0.3 µm and 1.5 µm, respectively. Right-hand side: A ray-tracing simulation with an idealized hydrogen rod and a virtual microscopy setup similar to the microscope that is utilized for image (2). The top view shows the refraction of the dark-blue rays by the hydrogen rod (light-blue circle). The synthetic bright-field image on the bottom shows a darkening of the jet rims and light transmission in the center part. (b) Figure copied from [110]: Overview image with the bottom part of the source of the target on the top and the hydrogen jet propagating into the vacuum below. (c) Bright-field image of the hydrogen sheet-jet target with a backlighter wavelength of 1030 nm and a measured spatial resolution limit of 4 µm. The sheet-jet target features a thin planar area between two cylindrically shaped rims.
hydrogen flow and the size of the aperture allows to calculate the average density of electrons in the target bulk to $5.2 \cdot 10^{22} \, \text{cm}^{-3}$ [167]. This corresponds to 30 times the critical density of 800 nm light ($30 \, n_c \,[800 \, \text{nm}]$), i.e., a moderate solid density that is convenient for the modeling via PIC simulations even in three-dimensions.

The ranking of the target density on the density axis of figure 2.2 (c) on page 5 directly suggests TNSA as a dominant acceleration mechanism of protons from experiments of high-intensity lasers with the target. This is verified by PIC simulations together with the role of target shape, i.e., cylindrical or sheet-like, for the proton emission characteristic in Ref. [144]. Compared to other solid-density targets like metal foils, the initial density of cryogenic hydrogen is already close to the nearcritical density regime. This regime of advanced particle-acceleration mechanisms beyond TNSA is reachable directly by RIT with ultra-intense lasers or by plasma pre-expansion, either artificially via controlled prepulses or by target pre-expansion via the intrinsically present leading edge of a high-power laser. More details are discussed in the following section 2.2.5.

The isolated positioning in the experimental chamber, the reduced dimensions, the self-replenishing delivery and a low spatial jitter make the target a particularly well-suited platform to study high-intensity laser-solid interactions, e.g., via optical probing diagnostics [213], Bernert et al. [24], Yang et al. [208] and Bernert et al. [23]. Exemplary microscopy images with backlighters of 258 nm, 515 nm and 1030 nm wavelength are given in figure 2.14 (a) and (c). Here, bright-field image is just a different name for shadowgram that is more commonly used in conventional microscopy. Figure 2.14 (a) shows images of the cylindrical hydrogen jet with 5 μm diameter. The two highly magnified bright-field images (1) and (2) demonstrate that the center part of the jet is transparent to 515 nm and 258 nm light. A comparison of (1) and (2) shows that the size of the dark rim on both sides of the jet depends on the NA of the microscope. While the measured spatial resolution is $\sim 0.3$ μm for (1), it is only 1.5 μm for (2). The dark rims of the jet target is caused by refraction of rays to angles outside the NA of the microscope. The effect is illustrated by a ray-tracing simulation on the right-hand side of figure 2.14 (a). The hydrogen jet is idealized by a cylindrical rod with a refractive index of 1.4. The top view shows that the rod acts like a cylinder lens and focuses the incident rays (dark-blue lines) behind the rod. Rays that propagate close to the rim get refracted to higher angles than rays that enter the rod close to the central axis. By ray tracing through a microscope with an equivalent NA like in case (2), the synthetically generated shadowgram shows the same signature of transmitted light in the center of the jet and darkened rims like in the measured bright field image (2). Additionally, the effect is experimentally visualized by backlighting the hydrogen jet from an angle that is not covered by the NA of the microscope in figure 2.14 (a) (3). Consequently, the microscopy image shows the refracted rays only. The strong refraction on the rims produces a bright signal along both sides of the jet target.

All three images in 2.14 (a) show that the micro-structure of the hydrogen jet can be inhomogeneous. Especially the images (1) and (3) at highest resolution evidence that the jets has a slightly varying diameter and, connected to that, slight changes of the target normal direction. Furthermore, there are regions where the material has a high optical quality (no disturbance of transmission, no scattered light from the target bulk) in contrast to regions with grains that strongly scatter or refract the light from a straight line of propagation.

The observation of light transmission at 258 nm wavelength demonstrates that the cryogenic hydrogen-jet target is a dielectric material with a bandgap of at least 4.8 eV (photon energy of 258 nm light). Although the measured bandgap of single crystalline solid hydrogen is 10.9 eV [94], the observation of scattering grains in the bright- and dark-field images together with the measured random mixture of fcc and hcp crystal structure by Ref. [110] suggests the occurrence of intraband energy levels due to grain boundaries. Up to now, a more precise description of the band structure of the cryogenic hydrogen jet is missing and we assume a bandgap of 10.9 eV in the following.

Changing the aperture of the source from cylindrical to a slit profile enables the production of different sheet-jet targets [144, 47]. Especially tapered slit nozzles enable the production of wide and thin sheet jets with a dumbbell-like cross section. The actual process of the generation and freezing of the jets is still under investigation [167]. A sketch of the cross section and an exemplary bright-field image is shown in figure 2.14 (c). The bright-field image shows the two prominent cylindrical rims of the sheet.
2.2.3. The DRACO laser system

2.2.3.1. Infrastructure and provided laser beams

The high-intensity laser utilized in this thesis is the Dresden laser acceleration source (DRACO) at HZDR. DRACO is a Ti:Sapphire-based laser system and details can be found in Ref. [181]. It provides two high-power beams: the DRACO 150 Terawatt (150TW) and the DRACO Petawatt (PW). Both beams have a nominal final pulse duration of 30 fs and a central wavelength of 800 nm. The systems are designed to deliver 4.5 J and 30 J energy after compression with a repetition rate of up to 10 Hz and 1 Hz, respectively. The experiments of this thesis mostly used the DRACO PW laser with up to 23 J on target (32 J before compression).

Both DRACO beams are frequently used for laser-electron and laser-ion acceleration. A layout of the experimental infrastructure is shown in figure 2.15. From the compressor chambers “K1” (DRACO 150TW) and “K2” (DRACO PW) the laser beam is distributed to the experimental areas. Two experimental chambers “I1” and “I2” are available for laser-ion acceleration. I2 offers the possibility of combined experiments with DRACO 150TW and DRACO PW. In I1, the DRACO 150TW beam is available only. The location of the stand-alone probe-laser system is labeled by “P”. The probe beam is available in I1 and I2.

2.2.3.2. Temporal laser contrast

As introduced in section 2.1.1, the temporal contrast of a high-power laser is a unique characteristic of each specific laser system and it is commonly measured via third-order autocorrelation (TOAC). The temporal contrast depends on many system-specific parameters and the overall laser design. A variation of beam alignment, setup changes or exchange of optical components can lead to subtle changes of the laser contrast. For experiments of laser-ion acceleration, the laser contrast is an important and regularly measured quantity to estimate the amount of target pre-expansion (refer section 2.1.3).

In this work, we utilize the Sequoia HD device by Amplitude for TOAC measurements. A measurement of the device features a dynamic range > $10^{13}$, a temporal-scan resolution < 16 fs and an optical
(a) Intrinsic temporal contrast of DRACO PW: The black line shows the laser contrast at full laser energy (32 J before compression), calculated from a measurement in diagnostic mode (blue dots, 0.27 J before compression). Details of the calculation can be found in Appendix B. (b,c) Plasma mirror (PM) -cleaned laser contrast of DRACO PW at full energy (32 J before compression): Fig. (b) shows a pre-pulse at −54 ps and fig. (c) shows the single-picosecond pedestal.

temporal resolution < 100 fs. A TOAC-measurement trace usually features hundreds to thousands of laser shots. Therefore, the laser contrast is commonly measured in a “diagnostic mode”, i.e., at reduced laser energy, to avoid degradation of the compressor gratings. The diagnostic-mode measurement (0.27 J before compression) of the DRACO-PW laser contrast from the experimental campaign in 2019 is displayed in figure 2.16 (a) by blue markers. The final amplification stage of the laser amplifiers is known to induce time-delay-dependent changes of the leading edge and to manipulate the height of individual short prepulses [105]. TOAC measurements from 2021 at different laser-amplification levels (part of a different doctoral project, Ref. [212]) allow to calculate a laser-systems-specific conversion function and to transform the diagnostic-mode measurement to the laser contrast at full energy (32 J before compression). Details are presented in Appendix B. The calculated intrinsic laser contrast of the DRACO-PW laser at full energy is displayed as black line in figure 2.16 (a).

For both DRACO-laser beams, a recollimating single-plasma-mirror (PM) setup is available [145, 211]. The improvement factor of the laser contrast is $2 \cdot 10^{-4}$ and the switching point is located between −0.3 ps and −0.2 ps before the high-intensity peak. Details are presented in Appendix B. The relevant timescales of the PM-cleaned laser contrast of DRACO PW at full energy are given in figures 2.16 (b) and (c). Note that the optical temporal resolution of the TOAC device is not sufficient to resolve the pulse duration of the DRACO-laser peak or the pulse duration of the prepulse at −54 ps. The laser-contrast curves in figure 2.16 represent the status during the high-intensity experiments with the cryogenic hydrogen-jet target in 2019. It is not the current status of the contrast of the DRACO-PW laser. The chronological development and improvement of the laser contrast is continuing and more recent data is given in another doctoral project, see Ref. [212].

2.2.4. Experimental set-up

The interactions of the DRACO-PW laser and the cryogenic hydrogen-jet target are generated in experimental chamber I2. The relevant setup and diagnostics of this thesis are shown in figure 2.17.
Figure 2.17.: Experimental setup: The DRACO-PW laser is focused via an f/2.3 off-axis parabolic mirror onto the cryogenic hydrogen-jet target (cylindrical or sheet-jet) with intensities of up to $6 \cdot 10^{21} \text{ W/cm}^2$. Residual laser light behind the target is captured by “Screen 2” (exemplary data in figure (b)) and accelerated protons are measured by Thomson parabola spectrometers (“TPS”) in 0° and in 45° direction (exemplary proton spectrum in fig. (a)). Two backlighter pulses (central wavelength of 515 nm and 1030 nm) are focused close to the target and allow for off-harmonic optical probing at 66° and 134° with two long-working-distance objectives for imaging. Both backlighters have a pulse duration of 160 fs, a fixed time delay of 150 fs to each other and a variable delay to the DRACO-PW laser. A two-staged approach of spectral filtering ($1^{\text{st}}$ and $2^{\text{nd}}$ filter stage) allows to record shadowgraphy and interferometry data with a low level of plasma self-emission (exemplary shadowgrams of the sheet-jet and the cylindrical hydrogen-jet target in figures (c) and (d)). An optical spectrometer measures the plasma self-emission behind the first filter stage. Screen 1 enables to block the entire DRACO-PW laser or to transmit only a fraction of the beam through a hole in the screen. A half-inch mirror is used to pick a signal from the collimated DRACO-PW laser and to send in to the beam arrival monitor (BAM).
The central part of the setup is placed in vacuum of at least $1 \cdot 10^{-4}$ mbar. The DRACO-PW laser (800 nm central wavelength, $\sim 50$ nm spectral full width at half maximum (FWHM), 30 fs pulse duration, in the following referred to as *pump laser*) enters the experimental chamber with a maximum energy of 23 J (19 J) after compression without (with) temporal contrast cleaning by a recollimating PM setup. A half-inch pick-off mirror is placed in the collimated beam to pick a signal for the *beam arrival monitor* (BAM) (details in section 2.3.2.2) and an optional ceramic screen “screen 1” can be used to block the entire beam or to transmit just a fraction onto the target. The DRACO-PW laser is focused via an f/2.3 off-axis parabola (OAP) to a spot size of $2.6 \mu m$ FWHM. This results in a peak intensity of $6.5 \cdot 10^{21}$ W/cm$^2$ for the intrinsic and $5.4 \cdot 10^{21}$ W/cm$^2$ for the PM-cleaned laser contrast. A measurement of the pump-laser spectrum and the focal spot is given in figures 2.18 (c) and (d). Artificial short prepulses with $\sim 10^{-4}$ times lower peak intensity than the fully pumped laser beam can be introduced by a half-inch pick-off-mirror (POM) in front of the last folding mirror before the OAP, see figure 2.18 (e). The prepulse delay is tunable between $\sim 5$ ps and $\sim 200$ ps before the pump-laser peak and because of spectral-phase accumulation in the POM substrate, the pulse duration of the artificial prepulse is about 55 fs.

The target is either the cylindrical hydrogen-jet target with $5 \mu m$ diameter or the hydrogen sheet-jet target (for details see section 2.2.2). Residual light behind the laser-target interaction is captured by the ceramic screen “screen 2” in laser forward direction ($0^\circ$ in figure 2.17). Exemplary data is shown in figure 2.17 (b). The upper image shows the laser beam on the screen without a target in the laser focus. Only part of the laser beam is visible, as other devices block the line of sight to the screen. The dotted line indicates the full beam diameter. The lower image shows an example in which the cylindrical hydrogen jet is placed centrally in the focal spot of the laser. The overall signal level is much lower and, because of the comparable size of focal spot and target diameter, Fresnel-diffraction rings are partially visible. The inherently present spatial-positioning jitter of the target and the laser focus cause a non-constant laser-target overlap from shot to shot, see Ref. [144]. The fraction of the integrated transmitted light on screen 1 is used to sort out shots with low laser-target overlap.

The spectra of accelerated protons are measured by two Thomson parabola spectrometers (TPS) in $0^\circ$ and $45^\circ$ direction. An exemplary spectrum of the TPS 0° as measured from the cylindrical hydrogen-jet target interacting with the fully amplified and PM-cleaned DRACO-PW laser is shown in figure 2.17 (a). The significant drop of particle number at around 38 MeV is referred to as *maximum proton energy*. In this thesis, the maximum proton energy is used as a secondary sorting criterion for high spatial laser-target overlap.

Although more diagnostics for particle detection were present during the experiment, they are not required for this thesis and not shown in figure 2.17. Another doctoral project adresses the proton-acceleration performance and mechanisms of the very same experimental campaign, see Ref. [167]. As the experimental data evaluated and interpreted in this thesis is mostly derived by optical probing, the general parameters of the corresponding optical diagnostics are presented in the following subsection and more specific properties are issued in section 2.3.

### 2.2.4.1. Optical-probing diagnostics

Two backlighter pulses with a central wavelength of 515 nm and 1030 nm and a pulse duration of 160 fs are focused close to the target and allow for off-harmonic optical probing at two different angles. The generation of the probe pulses is presented in section 2.3.1. Both probe pulses have a fixed time delay of 150 fs to each other and a variable *pump-probe delay* to the DRACO-PW laser (details on the temporal synchronization in section 2.3.2). The pulse energy of the 515 nm probe is $100 \mu J$ and it is focused to a field of view (FOV) of $60 \mu m$ FWHM. This yields a fluence of about $4 J/cm^2$ and an intensity of about $2 \cdot 10^{13}$ W/cm$^2$ in the target plane. The pulse energy of the 1030 nm probe is $200 \mu J$ and it is focused to a FOV of about $280 \mu m$ FWHM. This yields a fluence of about $0.3 J/cm^2$ and an intensity of about $2 \cdot 10^{12}$ W/cm$^2$ in the target plane.

The evolution of the target is imaged by two microscopy objectives, one for each backlighter (custom-made, finite conjugate, apochromatic, working distance of 80 mm, numerical aperture NA = 0.28, magnification of 30.5). The 1030 nm probe allows for target inspection under $66^\circ$. The created image is recorded by a CCD camera (*pco.pixelfly usb*, 6.45 $\mu m$ pixel size, $1392 \times 1040$ pixels) outside the
Figure 2.18.: Figure copied from the supplementary information of Ref. Bernert et al. [24].

(a) Resolution test chart illuminated by the probe 515 nm and captured by the shadowgraphy camera (refer figure 2.17). The overall field of view (FOV) on the camera and the presented FOV are shown. A structure size as small as 1.5 µm is resolved into all directions and no image distortion is visible within the overall FOV. (b) The same resolution test chart imaged by a conventional light microscope in bright-field operation and with incoherent illumination. The spatial scale is equivalent to figure (a). (c) Spectrum of the fully amplified DRACO-PW laser before compression. The spectrum shows the mean and standard deviation over 37 days of laser operation. (d) Pump-laser focal spot measured with the attenuated pump-laser beam. Instead of the anti-reflection coating of the PM substrate, a reflective part of the same substrate is used to emulate the reflective PM surface during a high-power laser shot. (e) Setup for artificial prepulse generation. The pump-laser beam with 18 cm beam diameter is reflected by the last folding mirror (M) to the off-axis parabola (OAP) and focused onto the target. A pick-off mirror (POM) with half-inch diameter is inserted before the last folding mirror and generates a prepulse with defined delay (D).
vacuum chamber. An exemplary shadowgram of the hydrogen sheet-jet target is shown in figure 2.17 (c). The 515 nm probe allows for target inspection under 134° and the created image is split outside the vacuum chamber by two non-polarizing cube beam splitters. One image is recorded directly by a CCD camera (Allied Vision Prosilica GT1600, 4.4 µm pixel size, 1600 × 1200 pixels). An exemplary shadowgram is shown in figure 2.17 (d). The image shows residual plasma self-emission (central white spot), because the image is captured during a high-power laser shot on target. Another image is sent into a Nomarski-type interferometer [22] and the resulting interferogram is recorded by a CMOS camera (pcos.edge 4.2, 6.5 µm pixel size, 2048 × 2048 pixels). The third image is projected onto a thin ceramic plate (cosine corrector, CCSA1 by Thorlabs Inc.) in front of a calibrated spectrometer (Avantes AvaSpec-ULS2048CL-EVO) with a sensitive range between 200 nm an 1100 nm. It allows to measure spectra of the plasma self-emission. To reduce the parasitic plasma self-emission to a minimum on all three cameras, a two-staged approach of spectral filtering is used and presented in detail in section 2.3.3. All mirrors in the microscopy beamline are enhanced-aluminum mirrors with sufficient diameter to avoid clipping in the microscope and the vacuum windows are coated by an anti-reflection coating for both probing wavelength.

The spatial resolution of both microscopes is measured by a resolution test chart with structure sizes down to 0.5 µm. A reference image is given in figure 2.18 (b). For the microscope of the 515 nm and the 1030 nm probe, the smallest resolvable spacing is 1.5 µm and 4 µm, see exemplary shadowgram of the test chart in figure 2.18 (a). The overall field of view (FOV) of the probe-515 nm shadowgraphy camera is 200 µm × 180 µm and only 100 µm × 100 µm FOV is presented in this thesis. For the probe-1030 nm shadowgraphy camera, the maximum FOV is 390 µm × 390 µm. Comparing shadowgrams of the resolution test chart from both microscopes to the reference image in figure 2.18 (b), no image distortions are found within the overall FOV. No change in imaging quality is observed, if the test chart is moved by 10 µm along the optical axis of each microscope. The temporal resolution of a time-delay scan is 175 fs and observations are blurred by the probe-laser pulse duration (details in section 2.3.2.4).

In conclusion, the temporal and spatial resolution of both microscopes is sufficiently precise to scan the high-intensity laser-solid interaction within hundreds of fs around the pump-laser peak and to observe target modifications on the micrometer scale.

2.2.5. Recent results of the project

2.2.5.1. Ultra-short-pulse laser acceleration of protons to 80 MeV from cryogenic hydrogen jets tailored to nearcritical density

The main achievement of the collaborative experiment on laser-proton acceleration from cryogenic hydrogen-jet targets at the DRACO-PW laser in 2019 is the acceleration of 80 MeV protons by artificially tailoring the target density into the nearcritical-density regime and thereby using advanced acceleration mechanisms beyond TNSA. The results are published in Ref. Rewald et al. [168]. In the following, a summary of the results of reference Rehwald et al. [168] is intended to give an accurate classification and meaning of the results presented later in different chapters of this thesis.

The main result of the experiment is shown in figure 2.19 (a). The figure presents three experimentally measured proton-energy spectra (TPS 0°). Each spectrum is derived by tailoring the density of the cylindrical hydrogen jet to a different spatial distribution with different absolute plasma densities. Experimental control over the target density is given by three aspects. First, a minimization of uncontrolled target pre-expansion by using the DRACO PW laser with PM-cleaned laser contrast. Second, the artificial induction of a well-predictable hydrodynamic plasma expansion by an artificial prepulse with 5 · 10^{17} W/cm² peak intensity at a defined delay before the peak of DRACO PW. With this, the target density is a continuous function of the prepulse delay. Third, the on-shot measurement of the target diameter \(d\) by off-harmonic optical shadowgraphy to the time of the arrival of the peak of the DRACO-PW laser. A doubling of the maximum proton energy from 38 MeV to 80 MeV is achieved by tuning the target from an initial diameter of \(d = 5 \mu m\) (spectrum “(1)” to \(d = 11 \mu m\) (spectrum “(2)”). A further increase of the target diameter to \(d = 28 \mu m\) yields a reduced maximum proton energy (spectrum “(3)”).

In conclusion, the temporal and spatial resolution of both microscopes is sufficiently precise to scan the high-intensity laser-solid interaction within hundreds of fs around the pump-laser peak and to observe target modifications on the micrometer scale.
Figure 2.19.: Figure copied from Rehwald et al. [168]. Experimental results of proton acceleration from density-tailored cylindrical hydrogen-jet targets. (a) Proton-energy spectra for three different target diameters $d$. Diameters are measured for every laser shot by off-harmonic optical shadowgraphy to the time of the DRACO-PW laser-peak arrival. (b) Maximum proton energy in the $0^\circ$ TPS versus target diameter $d$. The orange markers show the best shots and the blue line gives the average of all shots. (c) Residual laser light behind the target as recorded by screen 2. (d) Fraction of maximum proton energy in the $0^\circ$ TPS and the $45^\circ$ TPS. (e) Result of a hydrodynamics simulation of artificial target pre-expansion that is used to tailor the plasma density of the target before the arrival of the DRACO-PW laser pulse. The different colors give the corresponding delay of the artificially introduced prepulse. The conversion of each density profile to the target diameter as measured by shadowgraphy is calculated by ray-tracing simulations (for details see text).
The overall scan of maximum proton energy versus target diameter \( d \) is given in figure 2.19 (b). The figure shows that not only the best shots (orange) but also the mean of the shots (blue line) displays an enhancement of maximum proton energy compared to the non-pre-expanded hydrogen jet (data with \( d = 5 \mu m \)). The range of highest proton energies spans from diameters of about \( d = 8 \mu m \) to \( d = 18 \mu m \). Further experimental signatures at increased target diameters are an increased amount of transmitted light (figure 2.19 (c)) and a more forward-directed proton beam (fraction of maximum proton energy of 0° and 45° TPS in figure 2.19 (d)).

Generally, an increased target diameter suggests a lowering of the target density. Because of the initially low density of the non-pre-expanded target of \( 30 \, n_c \), a tripling of the target diameter can already be sufficient to enter the nearcritical-density regime. This regime is known to allow for enhanced particle-acceleration mechanism beyond TNSA and an interpretation of the experimental findings should be possible by PIC simulations. However, as today’s three-dimensional PIC simulations are limited to a comparably small timewindow around the main peak of the high-intensity laser pulse, the target interaction with the artificial prepulse at tens of picoseconds before to the main peak cannot be captured in the same simulation. As an alternative, the target-density distribution at a delay shortly before the ultra-relativistic peak is given as a starting condition to the PIC simulation. This starting condition is found by combining numerical modeling of the target pre-expansion via hydrodynamics simulation with ray-tracing simulations and the experimentally measured shadowgraphy data. As this is a contribution of this thesis to reference Rehwald et al. [168], chapter 5 presents the method in detail. The results are presented in figure 2.19 (e). The figure shows the full target-density distribution for different prepulse delays and the corresponding shadow diameters. The data allows to initialize PIC simulations with the target-density distribution that corresponds to the experimentally measured target diameter as starting condition. Furthermore, the PIC simulations rely on the fact that the target-density tailoring by the artificial prepulse is not altered significantly by the leading edge of the DRACO-PW laser. The assumption is verified by a time-delay scan of shadowgraphy, which shows that, for the PM-cleaned laser contrast of DRACO PW, dielectric breakdown of the edge of the DRACO-PW laser. The assumption is verified by a time-delay scan of shadowgraphy, that the target-density tailoring by the artificial prepulse is not altered significantly by the leading edge of the DRACO-PW laser. The assumption is verified by a time-delay scan of shadowgraphy, that the target-density tailoring by the artificial prepulse is not altered significantly by the leading edge of the DRACO-PW laser.

The results of the PIC simulations are compared to the best-performing shots of the experiment in figure 2.20 (a). Like the experimental data, the mean of the simulated maximum proton energy (black-dashed line) increases to about twice the energy of the non-pre-expanded target at an optimum diameter \( d \) between 12 \( \mu m \) and 20 \( \mu m \). Further reduction of the initial peak density of the target (upper axis of the figure) down to the classical critical density \( n_c \) still allows to accelerate protons up to a significant energy level. To get an estimate of the regime of the laser-target interaction, the blue line in the lower panel shows the dynamically piled-up maximum density of the target during laser propagation into the target on the central laser axis. While in the non-pre-expanded case the laser piles up the density to 80 \( n_c \), the global maximum of proton energy is observed when the dynamically piled-up density approaches the theoretical threshold of RIT \( \gamma \cdot n_c \), with \( \gamma \approx \sqrt{1 + a_0/2} \) [124]. For lower plasma densities, the laser is able to propagate through the plasma. The estimation via \( \gamma \cdot n_c \) is confirmed by an increased amount of transmitted laser energy at target diameters above 22 \( \mu m \) (red line). The general trend of higher laser transmission at higher target diameters \( d \) is in agreement to the experimental observation in figure 2.19 (c). This suggests the occurrence of RIT at large target diameters in the experiment.

Figures 2.20 (b), (c) and (d) show simulated proton spectra, resolved by the emission angle \( \phi \). Each figure corresponds to a characteristic region of target density in figure 2.20 (a): figure 2.20 (b) (“Sim. B”) exemplifies the non-pre-expanded solid-density target, figure 2.20 (c) (“Sim. C”) exemplifies the pre-expanded target with initial peak densities close to the theoretical threshold of RIT and figure 2.20 (d) (“Sim. D”) exemplifies the pre-expanded target that is well within the RIT regime with initial peak densities close to the classical critical density. While the emission characteristic of Sim. B is more isotropic, both cases of the pre-expanded target in Sim. C and Sim. D show a clear directionality of the proton beam into the laser-propagation direction. Although the emission characteristic of Sim. C and Sim. D have a different shape, both support the experimental observation of a more forward-directed
Figure 2.20.: Figure copied from Rehwald et al. [168]. PIC-simulation results of proton acceleration from density-tailored cylindrical hydrogen-jet targets. 

(a) Upper graph: Maximum proton energy as derived by individual PIC simulations (black dots) versus target diameter \(d\) (lower axis) and peak density (upper axis) of the target as initialized in the PIC simulation (compare to figure 2.19 (e)). The mean of the simulated maximum proton energy is given by the dashed line and the highest measured proton energies of the experiment are given by the orange markers. Lower graph: Dynamically piled-up maximum target density during laser propagation into the target on the central laser axis (blue line) and amount of transmitted laser energy behind the target (red line).

(b), (c) and (d): Simulated proton-energy spectra versus emission angle \(\phi\) of (b) the non-pre-expanded hydrogen jet with overcritical solid density, (c) the pre-expanded hydrogen jet at the onset of RIT and (d) the pre-expanded hydrogen jet in the RIT regime with an initial peak density close to the classical critical density. The corresponding maximum proton energy of the individual simulations (b), (c) and (d) are labeled in figure (a).
Figure 2.21.: Figure copied from Rehwald et al. [168]. Details of the PIC simulations Sim. A, B and C (refer fig. 2.20). (a), (b) and (c): Phase space of the protons (colormap), laser strength $a_L$ (black line) and electric field into the laser-propagation direction $E_y$ (red line) for representative times of each of the acceleration mechanism at play. (d), (e) and (f): Time versus position of the maximum laser intensity (red), the fastest proton (blue), the classical critical density $n_c$ at the front surface (green) and the relativistic-transparency front $n_c \cdot \gamma$ (orange). The gray-shaded background corresponds to the initial shadow diameter $d$.

The PIC simulations enable an identification of three regimes with different acceleration mechanisms in transition of different target densities. Complementary to the proton-emission characteristics in figure 2.20 (b) to (d), more-detailed insight to the particle acceleration of each regime is depicted in figure 2.21. Figures 2.21 (a), (b) and (c) show the phase space of the protons (colormap), the laser-strength parameter $a_L$ (black) and the electric-field components into the laser-propagation direction $E_y$ (red) for different time steps, each characteristic of the respective acceleration regime. Figure 2.21 (d), (e) and (f) show the time-dependent position of the maximum intensity of the laser (red), the fastest proton (blue), the classical critical density $n_c$ at the front surface (green) and the relativistic-transparency front $n_c \cdot \gamma$ (orange). The gray-shaded background corresponds to the initial shadow diameter $d$.

A general classification of the Simulations B, C and D can be given by viewing the laser propagation through the plasma. For Sim. B, the laser is reflected on the front surface (red line in figure 2.21 (d)). RIT allows the laser to penetrate the target slightly deeper than the critical-density surface and hole-boring RPA (HB-RPA) of protons occurs. At the same time, electron heating on the front surface of the target causes TNSA on the rear side of the target (phase space and $E_y$ in figure 2.21 (a)). The fastest proton (blue line in figure 2.21 (d)) is first accelerated by HB-RPA on the front side and subsequently injected into the rear-side TNSA field. The overall isotropic emission characteristic of protons (figure 2.20 (b)) is characteristic for TNSA that accelerate protons into the target-normal direction of the wire-like target.

In Sim. C, the laser is able to propagate deeply into the target (red line in figure 2.21 (e)) and to deplete a significant amount of energy into the plasma. Between $-10$ fs and $20$ fs, the relativistic-transparency front (orange) coincides with the position of the fastest proton and both follow the movement of the maximum laser intensity through the target. The synchronized movement of the laser and the relativistic-transparency front generates a peaked charge-separation field at the foremost front of the laser pulse ($E_y$ in figure 2.21 (b)) that continuously accelerates protons to very high kinetic energies (view phase space in figure 2.21 (b)). For matched conditions, the laser front pushes onto
the electron front that simultaneously experiences RIT. This allows for a continuous preservation of the charge-separation field with a slow enough velocity, such that the protons can follow the charge-separation field. The acceleration mechanism is termed optimized RPA at the relativistic-transparency front or relativistic-transparency-front RPA (RTF-RPA) and the mechanism is studied in detail for optimized initial-density distributions of the target in Ref. [81].

The initial density distribution of the target in Sim. D shows a peak density close to the classical critical density $n_c$. Because of RIT, the laser propagates though the whole target (red line in figure 2.21 (f)) and a significant amount of laser intensity leaves the target on the rear side ($a_L$ in figure 2.21 (c)). Here, the prominent field structure of RTF-RPA rushes too fast trough the target and protons cannot catch up in a synchronized way. Instead, the acceleration mechanism of magnetic-vortex acceleration (MVA) occurs. The laser drives a non-linear wakefield structure that accelerates a strong electron current behind the laser pulse. When entering the down ramp of the plasma density, the electron current induces a toroidal magnetic field, which creates a longitudinal electric field (red line in figure 2.21 (c)) that accelerates protons to moderate maximum energies. Figure 2.20 (d) shows that a significant amount of protons is accelerated predominantly into the laser-forward direction. Furthermore, the scattering of the simulated maximum proton energy is reduced compared to the RTF-RPA regime of Sim. C (see black dots in figure 2.20 (a)). The scattering of the simulation results occurs because of the sensitivity of the mechanism to small changes in the initialized microscopic plasma conditions. Details are discussed in another doctoral project, see Ref. [79].

Overall, the identification of one of the described acceleration mechanism with an individual experimental measurement is challenging. It is likely that a hybrid scheme between the different mechanisms is observed in the experiment. Although reference Rehwald et al. [168] demonstrates the experimental realization of enhanced laser-driven proton acceleration in the nearcritical-density regime, the identification and measurement of decisive experimental signatures of one of the suspected acceleration mechanism remain as a future task.

2.2.5.2. Enhanced proton acceleration by target pre-expansion via the intrinsic leading edge

In addition to the controlled target-density tailoring via artificial prepulses and the excellent proton-acceleration performance retrieved in combination with the DRACO-PW laser with PM-cleaned laser contrast, another striking acceleration result is measured during the experiments in 2019. Figure
2.22 shows a proton-energy spectrum with a maximum energy of 80 MeV, which is measured from the interaction of the cylindrical hydrogen-jet target and the DRACO-PW laser with intrinsic laser contrast. For reference, the spectrum of the best-performing shot as derived for the PM-cleaned laser contrast and the non-pre-expanded cylindrical hydrogen-jet target is copied from figure 2.19 (a). The measurement is a paramount result for envisioning laser-plasma accelerators for future applications, as the self-replenishing target delivery and the repetition rate of the DRACO-PW laser, in principle, allow for the generation of similar particle beam at repetition rates of up to 1 Hz. An identification of the laser parameters of the leading edge that cause the optimized pre-expanded target-density distribution of the specific shot together with the overcoming of the shot-to-shot jitter of the laser-target overlap is highly desired in the future.

The high-energy part of the proton spectrum in figure 2.22 shows a characteristic spectral distribution. Similar distributions are observed in a number of comparable shots, although not with the same maximum proton energy. The investigation of the underlying acceleration mechanism is not as developed as for the case of target-density tailoring presented before. The different spectral shape in comparison to the spectra in figure 2.19 (a) suggests different particle-acceleration dynamics at play. Currently, more data analysis together with start-to-end simulations of the intrinsic temporal-contrast setting of DRACO PW are needed to derive the key target parameters that lead to the optimized performance. Section 3.4 of this thesis includes results that prepare the way towards the required evaluation.

2.3. **Implementation of off-harmonic optical probing at DRACO PW**

The following sections describe results that are achieved within this thesis project. Most of the content and figures of this section are published by the author in Ref. Bernert et al. [24].

The long-term optical-probing capability of a laser-plasma laboratory profits from the implementation of a dedicated laser system for optical probing. The alignment of the target and the probe beam is completely independent from the high-intensity-laser settings and it's availability. In addition, if different laser media are used for both laser systems, the possibility of off-harmonic optical probing is intrinsically given. The presentation of the utilized laser system for optical probing is given in section 2.3.1. An important aspect of two lasers within one experiment is their temporal synchronization. In the here presented implementation, the probe-laser oscillator is electronically synchronized to the high-intensity pump-laser oscillator and the pump-probe delay is controlled via a beam-arrival monitor. Details are given in section 2.3.2. Off-harmonic optical probing features a discrimination of the probe signal from the parasitic plasma self-emission via spectral filtering in the microscopy beamline. In section 2.3.3 the developed approach of two-staged spectral filtering is presented and quantified. The resulting filter efficiency and the dependency of the plasma self-emission on the high-intensity-laser contrast are shown and discussed in section 2.3.4.

2.3.1. **Stand-alone laser system**

For off-harmonic optical probing of high-intensity laser-solid experiments, a high spectral separation of the probe-laser and the pump-laser wavelengths is desired to ease the requirements on spectral filtering. Furthermore, a laser material with a broad amplifier bandwidth is needed to guarantee femtosecond pulse duration and thus sufficient temporal resolution of the probing data. Figure 2.23 (a) illustrates that a combination of Ti:Sapphire and Yb:Calcium-fluoride lasers is particularly well suited. The fundamental spectrum as well as the second harmonic ($2\omega$) of the Yb:Calcium-fluoride laser are well separated from the fundamental spectrum and the second harmonic of the Ti:Sapphire laser. For both laser systems, optical components for the fundamental and the second-harmonic wavelengths are commercially available.

2.3.1.1. **Oscillator and regenerative amplifier**

Compact design and robustness are desired properties of a stand-alone laser system that is operated in the experimental area of a high-power-laser system (location in the cave is highlighted by “P” in
Figure 2.23.: (a) The spectral positions of the fundamental wavelengths of femtosecond Ti:Sapphire (∼ 800 nm) and femtosecond Yb:Calcium-fluoride (∼ 1030 nm) lasers are well separated. The same applies to the second-harmonic wavelengths (2\(\omega\)) of both lasers. The large spectral separation eases the requirements on spectral filtering for off-harmonic optical probing. (b) Figure copied from Loeser et al. [117]: Setup of the probe-laser system. (1) Laser oscillator (OSC), (2) Hybrid stretcher-compressor unit, (3) “Extra-cavity” dispersion compensation, (4) laser cavity. Optical components: Mirror (M), Faraday isolator (FI), lambda-halve waveplate \(\lambda/2\), Pockels cell (PC), telescope (T), thin-film polarizer (TFP), chirped-volume Bragg grating (CVBG), chirped mirror (CM), Faraday rotator (FR), Quartz-birefringent filter (QBF), dichroic mirror (DM), lens (L), laser diode (LD), laser medium Yb\(^{3+}\) : CaF\(_2\) on a mirror (active mirror). (c) Figure copied from Loeser et al. [117]: Cavity round trips and output energy before compression versus power of the pump-laser diode. (d) Figure copied from Loeser et al. [117]: Pulse shape (red-solid line) measured by a Wizzler device and theoretical Fourier limit (black-dashed line).
The stand-alone laser system is placed on a dedicated optical table with a housing for laser safety, reduction of air turbulences, temperature changes, pollution and accidental misalignment. A laser design with little demands on realignment helps to focus on the utilization in the experiment. The demands are achieved by a solid-state laser material and by avoiding adjustment-sensitive optical components like a grating stretcher and a grating compressor or non-linear optical processes in the amplifier. The stand-alone laser system consists of a laser oscillator and a regenerative amplifier based on chirped-pulse amplification, which is constructed within this thesis project. The setup details and laser parameters of the system are published in Ref. Loeser et al. [117]. In the following, only a concise overview is given.

The four basic components of the laser are presented in figure 2.23 (b). The commercially available oscillator (Flint by Light Conversion [9]) delivers 60 fs pulses at a center wavelength of 1033 nm. The laser pulses propagate through a Faraday isolator, a pulse-picker Pockels cell, a prism for pulse selection and a telescope for collimation of the beam ((1) in fig. 2.23 (b)). All following amplifier components are placed in a sealed Aluminum housing. The pulses are stretched in a hybrid stretcher-compressor unit ((2) in fig. 2.23 (b)). A chirped-volume Bragg grating (CVBG) reflects wavelengths between 1019 nm and 1041 nm in different depth of the device and stretches the pulses to a duration of about 480 ps. Via polarization coupling, the stretched pulses are inserted into an “extra-cavity” dispersion-compensation unit ((3) in fig. 2.23 (b)) consisting of four chirped mirrors and a telescope for mode matching in the subsequent regenerative amplifier ((4) in fig. 2.23 (b)). The pulses enter a Faraday rotator for isolation and are captured in the cavity during the on-time of the second Pockels cell. The laser mode is nearly collimated in the beam path between M1 and M3 and the focus of the cavity is located in the laser medium (active mirror). The “intra-cavity” dispersion compensation by two chirped mirrors allows to balance the accumulation of spectral phase by hundreds of paths through the cavity components. A quartz plate is used for artificial linear spectral broadening of the amplified spectrum. After switching off the second Pockels cell, the amplified pulse is sent through the extra-cavity dispersion compensation again and re-enters the hybrid stretcher-compressor unit. By polarization coupling, the pulses are guided into the chirped volume Bragg grating from the other side. The different length of propagation of each wavelength during stretching is reversed and by this the reflected pulses are compressed. Polarization coupling enables the isolation of the amplified pulses for the application.

The utilization of chirped mirrors and a chirped-volume Bragg grating reduces the complexity of the setup, enable a compact footprint of 900 × 600 mm² and reduces the demands for realignment of the system. For the utilization as a backlighter in an experiment, the most relevant properties of the laser pulses are energy and pulse duration. A measurement of both quantities is given in figures 2.23 (c) and (d). The red curve in figure 2.23 (c) demonstrates the ability of tuning the output energy continuously up to 1 mJ before compression (0.91 mJ after compression) by changing the power of the pump-laser diode. Figure 2.23 (d) shows a measured pulse duration of 162 fs with a little amount of residual third-order dispersion. Further reduction of dispersion to a minimum pulse duration of 143 fs (Fourier limit (FL)) is not required for an application as optical backlighter.

2.3.1.2. Probe-beam generation and splitting for the experiments

For the utilization as backlighter in the experiment, the probe-laser system is operated with a pulse energy of 300 µJ after compression, a pulse duration of 160 fs and a repetition rate of 10 Hz. A spectrum of the amplified pulses is shown in figure 2.24 (b). The generation and splitting of the two backlighter beams 515 nm probe and 1030 nm probe is visualized in figure 2.24 (a). The pulses of the probe-laser system are sent into an LBO crystal for type-one second-harmonic generation (SHG). The LBO crystal is cut with theta = 90° and phi = 13.8° to a thickness of 3.7 mm and features an anti-reflection (AR) coating for 515 nm and 1030 nm light on both surfaces. The frequency conversion results in a pulse energy of 100 µJ for the 515 nm probe and 200 µJ for the 1030 nm probe. A calculation with the software SNLO [12] and the specific LBO-crystal properties yields a maintained pulse duration of 160 fs of the 515 nm probe. The measured spectral bandwidth of the beam in figure 2.24 (c) yields an even lower pulse duration of the Fourier-transform limit and by this supports the calculation by SNLO.
Both generated probe beams have perpendicular polarization and are spatially separated by a dichroic mirror. For matching the delay between both pulses at the position of the high-intensity laser-solid interaction in the experiment, a manual delay stage is placed in the beam path of the 1030 nm probe. Before entering the target chamber, a telescope magnifies each probe beams by a factor of two. For each telescope, one of the two lenses is mounted on a manual stage for tuning the distance between the lenses. This enables high-precision spatial shifts of the focal spot of each probe beam behind final focusing in the experimental setup (refer to setup-figure 2.17). All utilized lenses are planoconvex and made from fused silica (UVFS) with an AR coating for 515 nm and 1030 nm light on both sides. All mirrors in the beamline up to the experiment are optimized for low group-delay dispersion of the respective wavelength. The vacuum windows are one-inch-diameter optics made from UVFS with a thickness of 3.05 mm and an AR coating for 515 nm and 1030 nm light on both sides. The probe-beam signal of the beam-arrival monitor (BAM) is generated by turning the angle of the LBO crystal by 2° and picking the reflection of the converted 515 nm signal from the rear-side AR coating by a D-shaped Silver mirror close the the beam path of the incoming 1030 nm beam (see sketch in figure 2.24 (a)).

The temporal structure of both probe beams is sketched in the inset of figure 2.24 (a). While the 515 nm probe is a singular pulse, the 1030 nm probe features a continuous background of weak non-amplified pulses of the laser oscillator at 78 MHz.

### 2.3.2. Temporal synchronization

Utilizing two laser systems within a single experimental platform places high demands on temporal synchronization. Two options are commonly used. Either pump and probe laser share the same laser oscillator [65] or a stand-alone laser oscillator of the probe-laser system is electronically synchronized to the pump-laser oscillator [213] and Bernert et al. [24]. Here, the second option by utilizing commercially available lock-electronics together with a single centralized clock for both laser oscillators is followed.
In general, the temporal synchronization is based on three pillars. The first pillar is the high-frequency synchronization at the level of the laser-oscillator frequency or higher. It determines the temporal shot-to-shot stability of the pump-probe delay in the experiment and is desired to be close to the laser-pulse duration. The second pillar is the low-frequency synchronization on the level of the laser-amplifier repetition rate. It is realized by a gate trigger of the pump-laser trigger electronics that dictates the starting point of the trigger electronics of the probe laser. The third pillar is the active synchronization control via a beam-arrival monitor (BAM). The BAM is a tool that allows for on-shot measurement of the timing between both amplified laser pulses. Furthermore, a method of defining the absolute timing in the experiment is needed. Most of the results that are presented in this section are part of reference Bernert et al. [24].

### 2.3.2.1. Opto-electronic synchronization of the two laser oscillators

A schematic of the temporal-synchronization setup is given in figure 2.25 (a). The core of the high-frequency-synchronization control is a highly stable external optical-master oscillator (OMO), which is provided by the ELBE-accelerator infrastructure at HZDR. The OMO signal is distributed to the DRACO oscillator and to the probe-laser oscillator (each located in a different experimental cave) via actively stabilized fiber links to compensate drifts (e.g. thermal, vibrations). The stabilization of the fiber length is realized by a feedback loop, which is fed by a balanced cross-correlator signal between the OMO pulses and the partially back-reflected laser pulses from the end of each fiber link. The synchronization electronics of the DRACO-laser and probe-laser oscillators are a commercially available solutions by Menlo Systems [10] that consists of balanced optical-to-microwave phase detector (BOM-PD), digital phase shifter (DDS 120), mixer-detector unit (MDU) and a lock electronic (RRE Syncro). The BOM-PD converts the OMO laser pulses into an RF-signal with very low timing jitter. It corresponds to the 25th harmonic (1950 MHz) of the fundamental repetition rate of both lasers of 78 MHz. The oscillators are locked at the 26th harmonic that is detected from the optical signal of the respective laser oscillator by the MDU. The differential frequency between the BOM-PD and the 26th harmonic of 78 MHz is given to a phase detector by the DDS120. The error signal of the phase-lock loop with the 78 MHz signal from the laser oscillator is used to adapt the cavity length of the respective laser oscillator by changing the voltage of a piezo stage, which positions a mirror inside the laser cavity. This minimizes the temporal jitter between the OMO and the respective laser oscillator (DRACO or probe-laser). The DDS120 can be used to change the phase between the OMO and each oscillator. For a pump-probe time-delay scan, the device enables software-controlled sub-10 fs steps and overcomes the necessity of one motorized optical-delay stage in the DRACO or the probe-laser beampath.

To benchmark the temporal stability of each oscillator, noise measurements with a stable external clock (FSWP by Rohde-Schwarz [2]) are conducted. The figures 2.25 (c) and (d) show the single-sideband phasenoise (solid gray - free running and solid blue - synchronized) and the calculated integrated squared RMS jitter (dashed-blue line) of both oscillators. The covered frequency range of the piezo stage in each oscillator is seen in the reduction of phase noise up to a frequency of about 1 kHz. The temporally integrated RMS jitter between 1 Hz and 20 kHz is measured to be 119 fs for the DRACO oscillator and 152 fs for the probe-laser oscillator.

### 2.3.2.2. Beam-arrival monitor

The beam-arrival monitor (BAM) is designed to enable an on-shot measurement of the time delay between a pump-laser and a probe-laser pulse versus a reference. In general, this is realized by picking a small part of the DRACO-laser beam before final focusing (DRACO leakage, refer to setup figure 2.17 in section 2.2.4) and overlapping it in space and time with a small part of the probe-laser beam (probe leakage, see “to BAM” in figure 2.24 (a)). To bring the two laser pulses in interaction, we use the well-characterized mechanism of laser self-guiding in air [102]. Outside the experimental chamber, the DRACO leakage is focused to intensities between $10^{14}$ W/cm$^2$ and $10^{16}$ W/cm$^2$. Guiding of the laser pulse causes a transient localized perturbation of the refractive index that lasts up to nanoseconds, i.e., the pulse is followed by a filament of refractive-index perturbation. By transversal stroboscopic
Figure 2.25.: Figure copied from supplement of Bernert et al. [24]. (a) Schematic of the synchronization control between the pump-laser (DRACO) and the probe-laser system. OMO - optical-master oscillator, PD - photo diode, CA - cavity adjustment, CPA - chirped-pulse amplification. (b) Measurement of the shot-to-shot time delay via the BAM. The height of each marker gives the uncertainty of a single BAM measurement. (c), (d) Measurement of the single-sideband phase noise with an external clock and the calculated square of the temporal RMS-jitter of (c) the DRACO-laser oscillator and (d) probe-laser oscillator.
Figure 2.26.: The absolute temporal reference is the pump-laser-peak arrival on target. Exemplary shadowgrams of the hydrogen sheet-jet target at reduced pump-laser-peak intensity: (a), (b) probe 1030 nm and (c), (d) probe 515 nm. At 0 ps pump-probe delay, first laser-induced breakdown of the target is observed as large-scale blackened target region (encircled by the red-dashed line). With an accuracy of $\sim 170$ fs, the delay correspond to the pump-laser-peak arrival.

illumination of the filament with the probe leakage, a time-resolved shadowgram of the filament is recorded. The spatial position of the leading edge of the filament follows the temporal position of the DRACO-leakage pulse. It is used to measure shifts of the time-delay for each shot versus a previously defined reference position. As reference, we use the leading-edge position of the filament at which the pump-laser peak of the full DRACO-laser beam arrives on target in the experimental chamber (details in section 2.3.2.4). Details about the optical setup, the alignment procedure and the derivation of time delays from the BAM are presented in Appendix C.

2.3.2.3. Measurement of the overall timing stability

The overall timing stability accumulates all electronic and optical jitters of the whole synchronization chain up to the experiment. A measurement of 150 consecutive shots at 1 Hz via the BAM is presented in figure 2.25 (b). The timing uncertainty of each BAM measurement is given by the length of the vertical lines. From this data, we retrieve an RMS pump-probe-delay stability of 230 fs. Quadratic subtraction of the measured integrated RMS jitter of the DRACO oscillator (119 fs) and the probe-laser oscillator (152 fs) yields 125 fs. The origin of this residual RMS jitter is attributed to jitter in optical-path length between the two oscillators and the experiment ($\sim 0.5$ km). The value can serve as lower limit of achievable delay stability for further improved techniques of temporal synchronization of both laser oscillators. The overall timing stability underlines the necessity of the BAM to achieve control over the pump-probe delay on a scale of 100 fs in the experiment.

2.3.2.4. Absolute timing in the experiment

The relative timing between different shots is determined via the BAM. To transform the relative time delays of different shots to an absolute time delay, the arrival of the pump-laser peak on target is used as a reference and the corresponding pump-probe delay is set to zero. To determine the pump-laser-peak arrival on target, the ionization response of the dielectric target, i.e., the laser-induced breakdown, is used. During breakdown, the absorptive and reflective properties strongly change and the corresponding areas occur as blackened regions within the otherwise transparent target (for details see chapter 3). To ensure that the laser-induced breakdown is triggered by the laser peak and not by the leading edge of the pump laser, the pump-laser-peak intensity should be reduced below about $10^{15}$ W/cm$^2$ without changing the optical-path length. This is achieved by blocking most part of the
Figure 2.27.: Figure copied from Bernert et al. [24]. (a) Calculated absolute spectral-transmission function from the target up to the spectrometer together with the individual transmission of the two colored-glass filters as provided by the manufacturer (refer to setup-figure 2.17). (b) Normalized transmission function up to the shadowgraphy camera of probe 515 nm (combined first and second filter stage). The graph is calculated from the manufacturers data of all microscopy-beamline components of probe 515 nm.

high-power beam with a ceramic screen before the final focusing optics (screen 1 in setup-fig. 2.17) and transmitting just a small portion of the beam through a hole in the screen onto the target. By continuously changing the pump-probe delay and capturing shadowgrams of the target together with the corresponding timing on the BAM, the earliest timing of the shadowgram with an observed laser-induced breakdown is found. It defines the arrival time of the pump-laser peak on target. Exemplary shadowgrams are presented in figure 2.26.

For the experiments presented in this thesis and the shadowgrams in figure 2.26, however, the pump-laser-peak intensity is not reduced down to $10^{15}$ W/cm$^2$. As the size of the hole in screen 1 was fixed, the peak intensity on target was reduced to $\sim 10^{17}$ W/cm$^2$ only and the recollimating plasma mirror is used to suppress the leading edge instead. Considering the contrast enhancement ($2 \cdot 10^{-4}$) and the trigger point of the plasma mirror ($\sim -0.2$ ps, refer to Appendix B), the generation of laser-induced breakdown for this configuration is expected to occur between $-50$ fs and $-100$ fs before the laser peak, which is smaller than the blurring that is induced by the probe-laser pulse duration of 160 fs. To account for this uncertainty, the accuracy of determining the pump-laser-peak arrival on target is estimated over the blurring by the probe laser pulse duration and the uncertainty of the BAM measurement of the corresponding shot to $\sim 170$ fs. Furthermore, for referencing a specific shots with respect to the pump-laser-peak arrival, the accuracy of the BAM measurement of the specific shots needs to be included. It follows, that the temporal resolution of a time delay scan is 175 fs.

In conclusion, the temporal synchronization stability and control of the pump-probe setup is sufficiently precise to scan the high-intensity laser-solid interaction within hundreds of fs around the pump-laser peak.

2.3.3. Two-staged approach of spectral filtering

Off-harmonic optical probing features two main aspects of a successful implementation in a high-intensity laser-solid experiment. One part is the appropriate choice of backlighter wavelength and the other part is the discrimination of the probe signal from the plasma self-emission. High spectral fluence of the probe on target as well as sufficient spectral filtering in the microscopy beamline are needed. Furthermore, dielectric coatings on vacuum windows, mirrors and spectral-bandpass filters most often have low damage thresholds and require protection against high fluences, in particular against the ultraviolet light of the 3rd and 4th harmonic of the pump laser. This is solved by a two-staged approach of spectral filtering, which is published in Ref. Bernert et al. [24]. The first filter stage is placed directly behind the objective and the second filter stage is placed in front of the
Figure 2.28: (a) Damage accumulation in the microscopy beamline of probe 1030 nm by plasma self-emission during a single experimental day. The small red circle marks a damage on the dielectric bandpass filter on the camera (FLH1030-10 by Thorlabs Inc.) that transformed from a small spot (shot 1) to a large transparent hole (shot 197) by accumulation over \( \sim 200 \) DRACO-laser shots at varied pulse energy (\( \sim 50 \) shots at full energy). The large red circle marks a permanent damage of the AR coating of the vacuum-window that suddenly occurred by accumulating two consecutive shots at full energy. The vacuum-window is positioned roughly in the middle between objective and camera. For this specific day, the vacuum window is exposed to a broadband optical range of wavelengths of plasma self-emission, because the first filter stage (6 mm Schott RG-1000) was positioned behind the vacuum-window. Placing the first filter stage inside the experimental chamber directly behind the objective prevents damage accumulation. (b) Plasma self-emission is trapped between the front- and rear-side dielectric coating of a bandpass filter (FB400-40 by Thorlabs Inc.). It causes multiple equally spaced spots of plasma self-emission on the camera. The position of both filter stages is sketched in the microscopy beamline of probe 515 nm in the setup-figure 2.17. Note that the second filter stage is not used for the spectrometer, but for the shadowgraphy and interferometry camera only.

The first filter stage of the microscope of probe 515 nm consists of two different layers of Schott glasses (GG-455 and BG-39), each with 6 mm total thickness. They restrict the transmission of the microscopy beamline to the spectral band between 450 nm and 600 nm, as shown by the black line in figure 2.27 (a). The line is calculated from the respective nominal transmission function given in the data sheet of each glass (blue and yellow line). The position of the first filter stage directly behind the objective protects all following components in the microscopy beamline. Furthermore, the position minimizes the risk of intensity-driven nonlinearities in the glass filter that can cause permanent damage or optical image distortion (shot-to-shot variation of the image quality). These occur, if the filter stage or another optical component, e.g., a window or beamsplitter, is placed close to a position at which a particularly strong wavelength of the plasma self-emission is focused by the chromatic objective, e.g., the 4th harmonic of the pump laser. An example is given in figure 2.28 (a).

The second filter stage is placed directly in front of the cameras of probe 515 nm. It consists of two spectrally narrow dielectric bandpass filters. One filter is centered around 520 nm with a spectral FWHM of 40 nm (FBH520-40 by Thorlabs Inc.) and the other filter is centered around 514.5 nm with 10 nm FWHM (FL514.5-10 by Thorlabs Inc.). Both are centered around the probe wavelength and give a combined optical density \( \geq 10 \) for all other wavelength. To avoid reflections between the bandpass filters, the more narrow-band filter is stacked closer to the camera. In figure 2.27 (b), which shows the calculated transmission function from the target position up to the shadowgraphy camera of probe 515 nm, the broadband spectral-transmission characteristic of the first filter stage is well separated from the more sharp spectral transmission characteristic of the second filter stage (between 500 nm and 540 nm). The calculated transmission includes all microscopy-beamline elements except the objective. The transmission of the objective is measured to vary less than 10% between 450 nm and 750 nm. This would effect the overall transmission curve by less than 1%.

To quantify the expected filter efficiency of the combined first and second filter stage, figure 2.11 (b) shows the spectral band of probe 515 nm in green, the band of the pump (1\( \omega \)) in red and the band of the second harmonic of the pump (2\( \omega \)) in turquoise. The transmission ratio between the probe
spectrum and the spectral band of the fundamental and second harmonic of the pump is calculated to be better than $10^{32}$ and $10^{15}$, respectively. The calculation does not take into account transient effects like saturated absorption in the colored glass. Thus, within the strongly absorbing bands of the glasses, the attenuation may be lower.

For the microscope of probe 1030 nm, a similar approach of two-staged optical filtering is used. Here, the first filter stage consist of the long-pass $RG1000$ Schott-glass with 6 mm total thickness and the second filter stage consists of one dielectric long-pass ($FELH1000$ by Thorlabs Inc.) and one dielectric bandpass filter ($FLH1030-10$ by Thorlabs Inc.).

In summary, dielectric bandpass filters and colored glasses have different advantages and disadvantages. Dielectric bandpass filters provide a wavelength-dependent fixed transmission with sharp spectral edges. However, stacking of these filters creates the risk of trapping light that was transmitted through the first dielectric-coating layer. Usually, this is the case if multiple spots of plasma self-emission with equal spacing are observed on the camera, see figure 2.28 (b). Glass filters, however, provide more smooth and broadband spectral-transmission characteristics, but can be manufactured with different thicknesses. In principle, thick glasses are able to provide a very high spectral-contrast ratio between the probe-laser and pump-laser wavelengths. For a sufficient spectral separation of pump and probe, a combination of the advantages of both kinds of spectral filters in a two-staged approach results in a very high transmission ratio between the specific wavelengths.

### 2.3.4. Plasma self-emission at ultra-relativistic pump-laser-peak intensity

An introduction to plasma self-emission, exemplary measurements of plasma self-emission for different types of targets and an overview of the generation mechanisms is given in the introductory section 2.1.6 and figure 2.11. The intention of the following section is the quantification of the specific plasma self-emission of the cylindrical hydrogen-jet target in interaction with the DRACO-PW laser. The presented data, evaluation and discussion is published in Ref. Bernert et al. [24]. In connection to the previous section, the first subsection 2.3.4.1 is dedicated to the experimental demonstration of the filter efficiency of the two-staged approach of spectral filtering. In the second subsection 2.3.4.2, spectral measurements of the plasma self-emission of different laser-contrast settings are presented and discussed. Finally, the third subsection 2.3.4.3 discusses the implications of the spectral-emission characteristics on the applicability of off-harmonic optical probing and an outlook on possible future developments of the probing technique is given.

All data that is presented in this section is measured with a pump-laser energy of 19 J on target, i.e., with a peak intensity of about $6 \cdot 10^{21}$ W/cm$^2$. High temporal contrast (PM-cleaned contrast) is used and occasionally, an artificial prepulse at varied delay is introduced before the pump pulse to emulate a low-temporal-contrast setting of the interaction. The prepulse has an intensity that is about $10^{-4}$ times lower than the peak of the pump laser and a pulse duration of about 55 fs. It is generated via an optical shortcut, as sketched in figure 2.18 (e) in section 2.2.4. The spectrometer data is measured in the image plane of the microscopy beamline of probe 515 nm (refer to setup-fig. 2.17).

#### 2.3.4.1. Efficiency of spectral filtering

The spectrometer behind the first filter stage of probe 515 nm is used to demonstrate the filter efficiency of the two-staged approach of spectral filtering. The raw data in the spectral band between 200 nm and 1100 nm is presented in figure 2.29. The graphs show the light distribution right before the second filter stage for three different settings of the pump-laser contrast. The blue graph represents the high temporal-contrast setting, the orange and purple graph represent a low temporal-contrast setting that is generated by an artificial prepulse at $-20$ ps or $-40$ ps delay. All graphs show the mean and the standard deviation of the mean for consecutive shots. For each setting, the variation of the spectra is mainly caused by slight variations in the pump-laser-target overlap. Probe 515 nm is simultaneously used as a backlighter for time-resolved shadowgraphy and therefore all spectra show the spectrum of probe 515 nm (green line) as additive signal. The black line shows the detection threshold as provided by the vendor. Secondary gamma rays are generated by the high-intensity laser-solid interaction and it’s reaction products and causes random high signal peaks in singular spectra, although the spectrom-
Figure 2.29.: Raw data as measured by the spectrometer behind the first filter stage of probe 515 nm for different pump-laser-contrast settings (blue, orange, purple). All graphs are scaled equally. The pump-laser energy is 19 J and the cylindrical hydrogen jet is used as a target. A high number of gamma rays causes localized parasitic signal peaks on the CCD of the spectrometer (black crosses). The green line shows the spectrum of probe 515 nm (pump laser off). The detection threshold is specified by the vendor (black line).

The parasitic signals need to be excluded from the evaluation. Independent on the laser-contrast setting, optical light is measured within the spectral band from 450 nm to 600 nm only. This demonstrates the filter efficiency of the first filter stage (refer to transmission function in fig. 2.27 (a)). The first, second, third and fourth harmonic of the pump laser are successfully shielded. For each laser-contrast setting, a comparison of the plasma self-emission with the signal height of the probe 515 nm spectrum (green) demonstrates that the suppression of light outside the spectral range of probe 515 nm is easily achieved by the second filter stage with a combined optical density of ≥ 10 (compare to transmission curve in fig. 2.27 (b)). It follows, that only the amount of light in the spectral band of the probe is transmitted to the cameras behind the second filter stage. All residual plasma self-emission on the cameras is within the same spectral band like probe 515 nm.

2.3.4.2. Laser-contrast dependence of plasma self-emission

The correction of the spectrometer raw data (fig. 2.29) by the transmission function of the first filter stage (fig. 2.27 (a)) enables the spectral characterization of the plasma self-emission between 450 nm and 600 nm. For all three different laser-contrast settings, the results are displayed in figure 2.30. The spectra are calibrated to an absolute scale in mJ/nm by the known amount of energy in the spectrum of probe 515 nm (green line). The spectra show the emitted spectral energy into the solid angle that is captured by the objective.

The spectral energy of the measured data is in the range of ∼ 0.1 mJ/nm and can be compared to estimates from the pump-laser energy (19 J) and the covered solid angle of the objective (∼ 0.1 πsr). Assuming an isotropic emission of the pump-laser energy from the focal spot without any spectral shifts (800 nm central wavelength, 50 nm spectral FWHM), about 10 mJ/nm spectral energy within the spectral FWHM of the pump laser are expected. In contrast, assuming strong spectral broadening to a box-like spectrum between 200 nm and 1100 nm gives a spectral energy of about 0.5 mJ/nm. As expected, the spectral energies in figure 2.30 are below both estimates. Further drains of energy like fast particles, bulk-plasma expansion, radiation in the non-visible spectral range and reflection of the laser lower the expected amount of spectral energy even more.

The spectrum of the high temporal-contrast setting in figure 2.30 shows the falling tail of the second harmonic of the pump laser between 450 nm and about 500 nm. The spectra that are measured for the setting with an artificial prepulse show that the tail vanishes and a close to homogeneous spectral emission over the whole displayed spectral range emerges. The different spectral characteristics can
Figure 2.30.: Figure copied from Bernert et al. [24]. Spectral measurement of the plasma self-emission for three different laser-contrast settings: High temporal contrast (blue) and artificial ultra-short prepulse at $-20\,\text{ps}$ (orange) and $-40\,\text{ps}$ delay (purple). Each setting shows the mean over consecutive shots and the corresponding standard error of the mean as shaded area. The probe-515 nm wavelengths (green line) are highlighted by the green-shaded area. Parasitic gamma ray signals on the detector are marked by black crosses. Exemplary shadowgrams of the high temporal-contrast and the $-20\,\text{ps}$-prepulse setting are shown in the legend.

be explained as follows. Highest conversion efficiency of second-harmonic generation on solid-density targets is achieved for surface scalelengths of the plasma density shorter than the pump-laser wavelength [189, 55, 72]. As measured by time-resolved optical shadowgraphy and presented in section 4.1, the scalelengths in the high temporal-contrast setting to the arrival of the pump-laser peak is between 60 nm and 130 nm, i.e., far below the pump-laser wavelength. From measurements of the prepulse-induced plasma-expansion dynamics that are presented in chapter 5, the generated surface scalelength for the prepulse delays of $-20\,\text{ps}$ and $-40\,\text{ps}$ varies between $\sim 1\,\mu\text{m}$ and $\sim 5\,\mu\text{m}$, i.e., single to multiple pump-laser wavelengths. It follows that a strong second-harmonic signal in the high temporal-contrast setting and a reduction of the second-harmonic signal with increasing prepulse delay are expected.

The homogeneous spectral emission for both prepulse settings in figure 2.30 can be attributed to an interplay between several mechanisms. First, the generation of a surface scalelength of the plasma density increases the coupling efficiency of laser energy into hot electrons that heat the plasma by collisions or via return currents [157, 92]. The electrons of the laser-heated plasma produces a high number of photons in a broad energy range by Bremsstrahlung [133, 43, 82]. Second, pre-expanded targets features a larger surface area to emit radiation. Third, the increased amount of undercritical plasma together with the lowering of the peak density of the target close to or below the relativistically corrected critical plasma density $n_c/\gamma$ (compare to target density profiles in figure 2.19 (e) in section 2.2.5) act as a nonlinear medium to the incident pump laser and spectral broadening and self-phase modulation occur [196, 203, 113].

Reference [199] reports on the generation of $3/2$-harmonic generation on solid-density targets by a two-plasmon decay. The authors utilized a pump-laser-peak intensity around $10^{17}\,\text{W/cm}^2$, a pulse duration of 135 fs and surface scalelengths of the plasma density of several hundred micrometers. The generation of the emission, i.e., at 534 nm for a pump-laser wavelength of 800 nm, could be unfavorable for off-harmonic optical probing at a backlighter wavelength of 515 nm. However, the emission is never observed as isolated spectral emission for all laser-contrast settings. There are at least two plausible reasons why this emission is not observed. The generation of a surface scalelength of several hundred micrometers is neither given for the high temporal-contrast setting nor for the prepulse timings of $-20\,\text{ps}$ and $-40\,\text{ps}$. Furthermore, the intensity range around $10^{17}\,\text{W/cm}^2$ corresponds to a contrast range of $\sim 2 \cdot 10^{-5}$ for the here discussed peak intensity. Viewing the laser contrast of the PM-cleaned DRACO-PW laser in figure 2.16 (c), this intensity range is located in the steep-rising edge before the laser peak and not in the more slowly rising picosecond pedestal. It follows, that during the
laser-target interaction the regime between $5 \cdot 10^{16} \text{ W/cm}^2$ and $5 \cdot 10^{17} \text{ W/cm}^2$ is exceeded rapidly in approximately 60 fs. The estimate is consistent with a measurement of the laser contrast at higher temporal resolution (fig. 1 (d) in Ref. [211]). For the investigated settings, the $3/2$ harmonic emission is either less important compared to other mechanisms that generate optical emission or the generation process is disturbed, e.g., by the pile up of electron density on the front surface of the target by the ponderomotive force that increases with the rapidly rising leading edge.

2.3.4.3. Implications on the potential of off-harmonic optical probing

The technical implications of the quantified plasma self-emission (fig. 2.30) to the implementation of off-harmonic optical probing in similar experiments, with the prospect of low image disturbance by plasma self-emission, can be evaluated by comparing the signal heights of the self-emission to the signal height of the backlighter spectrum. Because the probe spectrum is occurring as additive spectral energy for all three spectra of plasma self-emission, not the peak but rather the measured values at the edges of the green interval represent the amount of plasma self-emission around the probe wavelength and thus need to be compared to the “probe only” spectrum.

For the high temporal-contrast setting, the spectral energy of plasma self-emission at the edges of the green interval is close to zero and the probe energy is much higher. For the two low temporal-contrast settings, however, the probe energy is much lower than the level of plasma self-emission. The probe energy is thus not expected to be sufficient for outshining the plasma self-emission on the camera.

To quantitatively estimate the required amount of backlighter energy for these settings, an additional spatial factor needs to be taken into account. The plasma self-emission mostly originates from a small region while the probe beam illuminates a larger spot, i.e., the field of view. This is illustrated by two exemplary shadowgrams in the legend of figure 2.30. For the prepulse-contrast setting, the addition of defined attenuation via neutral-density filters on the camera yields a required amount of attenuation of 100 to restrict the self-emission to the same spatial extent like in the high temporal-contrast setting. It follows, that a shadowgram without disturbance by plasma self-emission requires a factor 100 higher backlighter energy. This is a factor of $\sim 20$ higher than what is estimated solely from the spectral data. The estimation is in agreement with the five times larger field of view that is illuminated by the probe compared to the source size of the plasma self-emission.

In the following, a generalization of the findings and possible prospects for the technique of off-harmonic optical probing are given. Provided that the spectral filtering is sufficient and plasma self-emission on the camera occurs only within the spectral band of the probe with a given pulse energy, the only parameter left to outshine the self-emission is spectral fluence. As the fluence scales with the square of the beam diameter, a clever choice of focusing is key to find a good compromise between plasma self-emission and field of view.

Considering the non-spatial parameters of the probe beam, i.e., pulse duration and energy, it is important to recall that Fourier-limited laser-pulse duration is inherently linked to spectral bandwidth by the time-bandwidth product. Shorter pulses require a broader bandwidth and the pulse energy is always distributed over the whole spectrum of the pulse. Thus, at constant pulse energy, short pulses have a lower spectral energy per unit wavelength than longer pulses. For a good-quality probing image without saturation of the camera, the probe beam is required to be spectrally brighter than the plasma self-emission. Simultaneously, the probe should be noninvasive, i.e., it should not cause laser-induced breakdown.

For the current setup of probe 515 nm, an increased pulse energy by a factor of ten would shift the backlighter intensity to $\sim 2 \cdot 10^{14} \text{ W/cm}^2$. As presented in section 3.1.2, this is already above the target’s threshold of laser-induced breakdown of a 160 fs laser pulse. In the current implementation, probe 515 nm is already pushing the limits of noninvasive diagnostics. It follows that for a spectrally strong and broadband plasma self-emission, e.g., the $-40 \text{ ps}$-prepulse setting, a concentration of the probe-pulse energy into a narrow bandwidth can be beneficial. A picosecond backlighter in combination with narrow bandpass filters probably outshines the self-emission and at the same time keeps the intensity of the backlighter below the threshold of laser-induced breakdown. However, this comes at the price of lower temporal resolution.
Very short and broadband backlighter pulses require at least a part of their spectral bandwidth to be brighter than the plasma self-emission. This is possible in the high temporal-contrast setting for which the emission characteristic of the plasma shows spectral gaps. Here, the technique of off-harmonic optical probing could evolve towards higher temporal resolution in the future. This will be enabled by a spectral characterization of the plasma self-emission and a clever choice of spectral filters. A prerequisite of this approach is that spectral filtering behind the investigated interaction does not diminish temporal resolution of the probing data, which is demonstrated in Ref. [184]. For high-intensity laser-solid interactions, the approach is already used at a pump-laser-peak intensity of $4 \cdot 10^{19} \text{W/cm}^2$ in Ref. [20].
3. Dielectric breakdown in high-intensity laser-solid interactions

Most of the content and figures of this chapter are published by the author in Ref. Bernert et al. [23].

Start-to-end simulations of high-intensity laser-solid interactions are envisioned to guide experiments towards improved properties of the desired interaction products, e.g., maximized particle energy. Section 2.1.3 provides an overview of the status and the challenges that have to be tackled to strengthen the predictive power of start-to-end simulations. Generally, particular attention should be given to high-intensity-laser interactions with dielectric targets, as they yield highest proton energies in experiments, see references [201, 103, 90, 211] and Rehwald et al. [168].

Several stages of the interaction of a high-intensity laser pulse with a dielectric solid can be defined, sorted by the increasing laser-intensity level up to the laser peak. In this chapter, the temporal starting point of the laser-plasma interaction is investigated. This point during the leading edge of a high-power laser can be considered as a classification into relevant and negligible laser intensities of target pre-expansion.

With the generation of a quasi-free electron density above the critical plasma density and a removal of the lattice bonds, the breakdown of the dielectric solid constitutes a reasonable onset of a plasma-hydrodynamics modeling of target pre-expansion. One the one hand, it marks the transition from a volumetric interaction with propagation of the laser in the transparent target bulk to a localized laser-energy deposition at the critical-density surface, at which most of the subsequent laser light is reflected. On the other hand, the removal of the lattice bonds allows for a fluid description of the system. However, radiation-plasma-hydrodynamics simulations usually do not include ionization dynamics. Commonly, the process of dielectric breakdown is omitted by the simulation and a simple estimate of the starting point of target pre-expansion is retrieved from the intersection point of the measured laser contrast and a threshold intensity like the appearance intensity $I_{\text{app}}$, e.g., see Ref. [210]. The appearance intensity corresponds to the critical field of barrier suppression ionization (BSI threshold) [16]. At this intensity, the ionization potential of a bound electron of the target atoms is balanced by the electric field strength of the laser. A classical treatment gives

$$I_{\text{app}}[\text{W/cm}^2] \approx 4 \cdot 10^9 \times E_{\text{ip}}[\text{eV}]^4/(Z_{\text{eff}}^2),$$

with $Z_{\text{eff}}$ being the charge state of the atom after ionization and $E_{\text{ip}}$ the ionization potential of the $Z_{\text{eff}} - 1$ charge state, e.g., tabulated in [11]. A quantum mechanical treatment yield somewhat higher values of the critical field [19]. For atomic hydrogen, the approximation via equation 3.1 gives $I_{\text{app}} \approx 1 \cdot 10^{14} \text{ W/cm}^2$, while the exact quantum-mechanical treatment calculates $I_{\text{app}} \approx 8 \cdot 10^{14} \text{ W/cm}^2$.

$I_{\text{app}}$ is usually used to describe the ionization of gases or underdense plasmas. A utilization for the description of highly-correlated matter like solids is somewhat artificial, because the binding energy of electrons, especially the outer electrons, is not given by a single-atomic Coulomb potential, but rather by a superposition of Coulomb potentials of the correlated atoms, i.e., the band structure. The so-called laser-induced breakdown of solids is an extensively studied field and the occurrence of different melting mechanisms leads to a significant variation of the laser-induced damage threshold (LIDT) well below the BSI threshold for varied laser parameters. For metallic solids, laser energy is directly absorbed by quasi-free electrons and the energy is subsequently transferred to the lattice by collisions. It follows, that a broad range of laser parameters induces a phase transition similar to classical melting. Dielectric solids, however, are transparent to the incident laser light and a single photon is insufficient to bridge the band gap between valence and conduction band. They generally exhibit higher LIDT intensities than metals.
LIDT intensity and fluence are commonly measured by target fracture, e.g., hole diameter, and represent time-integrated measurements. For high-intensity laser-solid interactions, however, the breakdown is a transient effect and accounts for only a specific part of the overall interaction. In a start-to-end simulation, the transient formation of a quasi-free electron density above the critical plasma density and the abruptly occurring change of the optical properties [97] is the relevant parameter. In the following, we call this formation transient laser-induced breakdown (LIB). LIB can be considered as part of the temporal evolution towards LIDT. In fact, exceeding the critical plasma density is one of the ways to define LIDT in rate-equation models for simulating dielectric breakdown [17].

Because of technical limitations in the amplification chain of a Petawatt-class laser system, the leading edge of an amplified pulse typically exhibits distinct short prepulses, a subjacent continuous pedestal of varying slope and a steep-rising edge towards the laser peak (see section 2.1.1). It is well known that LIDT intensity varies with laser-pulse duration and similar dependencies should apply to LIB. Therefore, it is expected that different parts of the leading edge could trigger dielectric breakdown by exceeding different threshold intensities [202].

In this chapter, we demonstrate the impact of the pulse-duration dependence of LIB on high-intensity laser-solid interactions. For demonstration, we use the interaction between high-contrast laser pulses of the DRACO-PW laser with peak intensities from \(0.6 \cdot 10^{21} \text{ W/cm}^2\) to \(5.7 \cdot 10^{21} \text{ W/cm}^2\) and the dielectric hydrogen sheet-jet target. As hydrogen has only a single bound electron per atom, it is a particularly basic example for the investigation of ionization effects.

The chapter is structured as follows. Section 3.1 introduces LIB by illustrating the physical picture of the different ionization mechanisms from the literature in section 3.1.1 and by presenting quantitative measurements of LIB of the hydrogen sheet-jet target at low laser intensities and different pulse durations in section 3.1.2. In section 3.2, the experimental shadowgraphy results of experiments with ultra-relativistic laser-peak intensities between \(0.6 \cdot 10^{21} \text{ W/cm}^2\) and \(5.7 \cdot 10^{21} \text{ W/cm}^2\) are presented and compared to measurements of the laser contrast in section 3.3. The comparison can be viewed from two different perspectives. Section 3.3.1 discusses the implication of the slope of the leading edge to the starting point of LIB, i.e., the starting point of target pre-expansion, and section 3.3.2 discusses the prospects of LIB as a diagnostic tool to investigate the spatio-temporal properties of high-intensity laser pulses in the position of the final focus. To give an instruction of how to derive the starting point of LIB in other laser-target assemblies, a demonstration example using the intrinsic laser contrast of DRACO PW is given in section 3.4. Finally, section 3.5 discusses the observation of dielectric breakdown, which is not directly caused by laser light, but instead by relativistic electrons that traverse the target as soon as the laser intensities of the leading edge become relativistic.

### 3.1. Transient Laser-Induced Breakdown (LIB)

#### 3.1.1. Physical picture of the mechanism

![Illustration of the strong-field ionization processes (Multi-photon ionization and Tunnel ionization) and barrier-suppression ionization.](image)

The following subsection is intended to provide insight to the physical mechanisms that lead to LIB of a dielectric solid. The content of the subsection was developed on the basis of the research articles [190, 19, 188, 171, 97, 118, 59, 158, 42, 40, 149, 202, 51] and the review articles [160, 112, 17, 161, 172].
LIDT measurements with femtosecond and picosecond lasers show a significant variation of the LIDT fluence with laser-pulse duration, target material and thickness [112, 17, 172]. Furthermore, not only the laser fluence but also the specific temporal envelope of the intensity is relevant [188, 118, 59, 149]. The variation of thresholds results from an interplay of several ionization mechanisms in different intensity and pulse-duration regimes. Figure 3.1 pictures the three fundamental ionization processes on the basis of which an electron in a dielectric solid can be excited to the conduction band, purely by the presence of a laser field. The Coulomb potential of a bound atom (dashed line) is superimposed with the electric potential of the laser field (red) and results in a deformed effective potential (blue line). To achieve excitation to the conduction band, either a bound electron absorbs multiple photons (Multi-photon ionization, left image), or the bound electron tunnels through the finite potential wall of the effective potential (Tunnel ionization, center image), or the atomic Coulomb potential is reduced such that the electron can classically escape (Barrier-suppression ionization, right image). Barrier-suppression ionization occurs at intensities above the BSI threshold [19], i.e., for very rapidly rising laser envelopes. Below the BSI-threshold intensity and for most practical scenarios, the Keldysh theory describes ionization rates of tunnel and multi-photon ionization (see references [160, 161]). Both ionization mechanisms can be viewed as a limiting case, either for a slowly varying laser field compared to the characteristic orbital period of a bound electron (multi-photon ionization) or for a fast varying laser field compared to the characteristic orbital period of a bound electron (Tunnel ionization). For the laser wavelengths and intensities relevant to LIB and LIDT of the here discussed dielectrics and pulse-duration regime, both ionization mechanisms contribute and a full treatment via Keldysh’s theory is required [17]. Both mechanisms are subsumed under the term strong-field ionization.

Another important ionization mechanism causing LIB and LIDT in the regime of picosecond to femtosecond pulses is the so-called avalanche ionization (also termed impact ionization). The process is pictured in figure 3.2 (ii). In a first step, several seed electrons are excited to the conduction band by strong-field ionization. As the conduction band allows for a continuous spectrum of electron energies, the electrons in the conduction band are able to absorb energy from the laser field directly via inverse Bremsstrahlung. For these electrons, the absorption of energy is not restricted to the processes of strong-field ionization, which means that an electron can in principle absorb a single photon like in a metal. The laser heats the conduction-band electrons to high kinetic energies. Electrons with an energy higher than the band gap are able to excite valance-band electrons by collision, i.e., they produce two low-energy electrons in the conduction band. As long as the laser field is applied, it provides energy to the conduction-band electrons. Once initialized, the process causes a non-linear increase of quasi-free electrons, which is an electron avalanche, with recombination counteracting. Simulations of the ionization dynamics are usually based on single- or multiple-rate equations and nowadays provide quantitative agreement with experimental LIDT results over a wide range of laser-pulse durations. An overview and details about the different mathematical models can be found in the review articles [17] and [172]. A recently demonstrated dynamic-rate-equation model shows computational effectiveness and by this promises to be a convenient approach for an implementation in large-scale electro-magnetic simulations like PIC approaches [51]. Commonly, there are two ways to define LIDT in a simulation. Either the laser fluence is high enough to produce a conduction-band-electron density higher than the critical plasma density or the integrated absorbed energy by the conduction-band electrons reaches the energy threshold of material ablation [17]. The first criterion corresponds to the generation of LIB.

Fused silica is a dielectric solid with a high band gap of about 9 eV and LIDT of this material is thoroughly investigated. Figure 3.3 shows exemplary simulation data and experimental data of the pulse-duration regime from tens of picoseconds down to a few femtoseconds. Figure 3.3 (a) is copied from Ref. [190]. The authors demonstrate a transition from the conventional diffusion-dominated regime of thermal damage at pulse durations $\gtrsim 50$ ps (square root law) to the regime of pulse durations $\lesssim 10$ ps, in which strong-field ionization and avalanche ionization are the main driving mechanisms that lead to LIDT. The calculated data termed “Multiphoton Ionization Limit” demonstrates...
that strong-field ionization alone is insufficient to describe the scaling trend of the experimental data, especially in the regime of picosecond pulses. In this regime, the authors conclude that avalanche ionization is strongly contributing to LIDT (see the other two solid lines in fig. 3.3 (a)).

Since the last decade, the relative contribution of strong-field and avalanche ionization to LIDT in the sub-picosecond regime is under debate [17]. Figure 3.3 (b) is copied from the recently published reference [51]. The figure gathers experimental LIDT data for pulse durations between single femtoseconds and single picoseconds with a scaling trend of $F_{th}^{FS} \propto \tau^{0.30}$ (dotted gray line). $F_{th}^{FS}[\tau]$ is the LIDT fluence of fused silica and $\tau$ is the laser-pulse duration. As demonstrated by the blue dash-dotted line, strong-field ionization alone would yield a pulse-duration scaling proportional to $\tau^{0.73}$. Similar results are derived, if strong-field ionization together with laser-heating of conduction-band electrons is included (green dashed line). Only the inclusion of collisional ionization of valence-band electrons by laser-heated conduction-band electrons (red line) enables a fit of the experimental scaling trend.
The authors of Ref. [51] conclude that even for pulse durations down to tens of femtoseconds, the consideration of avalanche ionization in the rate-equation model is required to explain the experimental data quantitatively. The findings are supported by earlier work at pulse durations between 7 fs and 300 fs [40]. Therein the authors conclude that avalanche ionization is predominant at pulse durations \( \gtrsim 50 \) fs and increases in relevance with pulse duration.

In summary, LIDT of fused silica for laser-pulse durations in the femtosecond up to the tens-of-picosecond regime includes mutually relevant contributions of avalanche and strong-field ionization.

LIDT and LIB of a dielectric solid are accompanied by an increase of the conduction-band electron density above the critical plasma density. As the quasi-free electron density increases, the optical properties of the solid undergo significant changes. The common approach is the derivation of the dielectric function \( \varepsilon(\omega) \) from a superposition of the Drude-model of a free-electron gas, which describes the response of the conduction-band electrons, with the refractive index \( \tilde{n}_0 \) of the unperturbed solid, which takes the response of the bound electrons into account. \( \Gamma \) is the scattering rate of conduction-band electrons with the other constituents of the solid (electron-phonon, electron-ion, electron-neutral atom, electron-electron). The complex refractive index \( \tilde{n} \) is given by [17]

\[
\sqrt{\varepsilon(\omega)} = \Re(\tilde{n}) + i\Im(\tilde{n}) \approx \sqrt{\tilde{n}_0^2 - \frac{\omega_p^2}{\omega^2 + i\omega\Gamma}}.
\]

More advanced approaches include the contribution of the emptied valence band to the unperturbed refractive index \( \tilde{n}_0 \) [84]. To illustrate the optical properties of a dielectric after LIB, the reflectivity and the absorption coefficient of fused silica that undergoes LIDT is given in figure 3.4 (b). At the time the electron density in the conduction band increases above the critical density (compare to solid line in figure 3.4 (a)), the reflectivity increases strongly with a step-like function and the absorption coefficient increases with increasing electron density.

An illustration of the dynamics of the process is given in figure 3.5. The graphs display the laser field \( F_y \), the conduction-band electron density \( n_e \) and the electron temperature \( T_e \) versus the spatial coordinate of the laser-propagation direction at different simulation-time steps. The simulated material is fused silica with a band gap of 9 eV and the laser properties are 800 nm wavelength and 26.7 fs-FWHM pulse duration. Figure 3.5 (a) shows a case with \( 3 \cdot 10^{13} \) W/cm\(^2\) peak intensity, which is below the threshold of breakdown. Here, part of the laser pulse is reflected at the vacuum-dielectric interface, according to Fresnel’s coefficients. As soon as the laser pulse enters the material, it excites electrons to the conduction band. The number of electrons increases until the end of the pulse is reached (refer to...
Figure 3.4.: Figures copied from [97]. The simulated material is fused silica (9 eV band gap, LIDT-fluence threshold of 3.15 J/cm²). The laser-pulse properties are 780 nm wavelength, 50 fs FWHM-pulse duration and 5 J/cm² fluence. (a): Electron-density evolution in the conduction band (solid line). (b): Evolution of the reflectivity and the absorption coefficient.

The electron density $n_e$ peaks at the position of the laser-peak intensity and quickly decreases behind the laser pulse. At a laser intensity of $2 \cdot 10^{14}$ W/cm², which is above the threshold of LIB, the laser-propagation dynamics are more involved and presented in figure 3.5 (b). The laser increases the electron density until it surpasses the critical plasma density at the vacuum-solid interface (refer to $t = 40$ fs). An increased absorption of light is visible by comparing the laser light field at $t = 20$ fs and $t = 40$ fs. The leading edge of the pulse is reflected and transmitted, as in the case in figure 3.5 (a). Close to the regions where the electron density surpasses the critical density, the amplitude of the light field is strongly damped, which is visible especially in the falling flank of the transmitted laser pulse at $t = 60$ fs. Until the end of the simulation the electron density remains strongly peaked at the vacuum-solid interface and the remaining part of the transmitted light increases the electron density throughout the entire bulk. Note that up to the end of the simulation the effect of recombination is not directly visible due to ongoing strong absorption of the falling flank of the laser pulse and according to that, a significant excitation of electrons. However, an overshooting of the critical density is observed only on the vacuum-solid interface, which acts like a “plasma-shutter” and prevents light from entering the bulk. The evolution of the electron temperature is similar to figure (a).

In summary, LIB is characterized by an overshooting of the conduction-band electron density above
Figure 3.5.: Figures copied from [158]. The simulated material is fused silica (9 eV band gap) and the laser-pulse properties are 800 nm wavelength and 26.7 fs-FWHM pulse duration. The x-axis of each graph corresponds to the laser-propagation direction. The first row of each figure shows the electric field $E_y$. The vacuum-solid interface is marked by the vertical dashed line. The second row shows the electron density in the conduction band $n_e$. The critical plasma density is marked by the horizontal dashed line. The third row shows the electron-temperature distribution $T_e$. (a) The laser-peak intensity is $3 \cdot 10^{13}$ W/cm$^2$, which is below the threshold of LIB. (b) The laser-peak intensity is $2 \cdot 10^{14}$ W/cm$^2$, which is above the threshold of LIB.

The critical plasma density of the pump-laser wavelength. For femtosecond pulses as well as for picosecond pulses, LIB is caused by strong-field ionization in combination with avalanche ionization.
LIB can be understood as a part of the process leading to LIDT. With respect to the time-resolved optical-shadowgraphy diagnostics that are used in this work, LIB occurs as blackened regions within the otherwise transparent dielectric target. As the change of reflectivity during LIB occurs rapidly with a step-like function, blackened regions correspond to regions with a conduction-band electron density that equals or is above the critical plasma density of the backlighter wavelength. Because of the variation of the absorption coefficient with electron density, the observation of different opacities is correlated to different electron densities in the conduction band.

3.1.2. Laser-pulse-duration dependence of LIB - A characterization study

The individual segments of the leading edge of a high-intensity pump laser can be characterized by their temporal slope. For high-intensity lasers with a pulse duration of a few tens of femtoseconds, such as the DRACO laser, the intensity within the steep-rising edge typically increases by an order of magnitude in less than 100 fs. The intensity in the picosecond pedestal, however, increases more slowly, by an order of magnitude in single to tens of picoseconds.

As the literature neither provides data of LIDT and LIB of the cryogenic hydrogen-jet target nor the relevant microscopic properties for simulating LIB, an experimental characterization study of the LIB thresholds of the cryogenic hydrogen-jet target using reduced laser-peak intensity and laser-pulse durations between 29 fs and 6.3 ps is conducted. Although none of the temporal envelopes of the utilized pulses exactly matches with individual segments of the leading edge, pulses with tens-to-hundreds-of-femtoseconds duration can approximate the steep-rising edge or singular prepulses. Pulses of multiple-picoseconds duration with a more super-Gaussian envelope can approximate the slowly rising picosecond pedestal.

3.1.2.1. Setup

The goal of the characterization study is the measurement of the threshold fluences \( F_{th} \) and threshold intensities \( I_{th} \) of LIB of the cryogenic hydrogen sheet-jet target for different laser-pulse durations. For this purpose, a dedicated pump-probe experiment is set up in the experimental chamber II as part of a master-thesis project, see Ref. [15]. The laser energy of the DRACO-150 TW beam is attenuated by about six orders of magnitude. The attenuation is achieved by multiple wedges and a reduction of the beam diameter by a circular aperture in front of the OAP. This generates an Airy-pattern focus with a 14 \( \mu \)m FWHM of the central disk on target. The residual pump-laser energy can be scanned between 10% and 100% via the rotation of a waveplate and pairs of thin-film polarizers in the beampath before compression. The temporal pulse characteristics of the pump laser are preserved during attenuation. Six different settings of pulse duration are realized by introducing defined chirp via an acousto-optic programmable dispersive filter (settings 1, 2, 3, 4) and an SF6 glass block (settings...
5, 6) in the stretched beampath of the laser system. For all settings, the temporal pulse shape (figure 3.6 (b) and (c)) and the peak intensity are inferred from the measured laser spectrum (figure 3.6 (a)), the artificially introduced spectral phase, the laser energy and a measurement of the focal spot (refer to Appendix G). The peak fluence is calculated using the laser energy and the measurement of the focal spot only. For setting 1 (zero spectral phase), the pulse duration is verified by measurements with a Wizzler device by Fastlite. The different settings are summarized in table 3.1.

The repetition rate of the pump laser and the self-replenishing target delivery of the cryogenic hydrogen jet allow to generate laser-target interactions at a repetition rate of 1 Hz. Each interaction is visualized by time-resolved optical shadowgraphy with a 515 nm backlighter. The specific imaging properties of the setup are equivalent to the setup that is described in Appendix G. The probe delay is fixed to 1 ps after the falling flank of the pump pulse. Time-delay scans for different pulse-duration settings show that the influence of recombination is negligible at this delay.

<table>
<thead>
<tr>
<th>Setting</th>
<th>GDD [fs²]</th>
<th>TOD [fs³]</th>
<th>𝜏 [ps]</th>
<th>𝐹_𝑡ℎ[J/cm²]</th>
<th>𝐼_𝑡ℎ[W/cm²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.0285</td>
<td>3.4 ± 0.4</td>
<td>(1.1 ± 0.2) · 10^{14}</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
<td>0</td>
<td>0.0445</td>
<td>4.1 ± 0.7</td>
<td>(7.2 ± 1.2) · 10^{13}</td>
</tr>
<tr>
<td>3</td>
<td>2000</td>
<td>0</td>
<td>0.296</td>
<td>5.4 ± 0.7</td>
<td>(1.8 ± 0.3) · 10^{13}</td>
</tr>
<tr>
<td>4</td>
<td>6000</td>
<td>0</td>
<td>0.954</td>
<td>8.3 ± 0.7</td>
<td>(9.3 ± 0.8) · 10^{12}</td>
</tr>
<tr>
<td>5</td>
<td>19536</td>
<td>12320</td>
<td>3.17</td>
<td>8.6 ± 1.9</td>
<td>(2.9 ± 0.6) · 10^{12}</td>
</tr>
<tr>
<td>6</td>
<td>38612</td>
<td>24290</td>
<td>6.33</td>
<td>14 ± 2</td>
<td>(2.4 ± 0.4) · 10^{12}</td>
</tr>
</tbody>
</table>

Table 3.1.: Measured threshold fluence 𝐹_𝑡ℎ and threshold intensity 𝐼_𝑡ℎ of LIB of the hydrogen sheet-jet target for the different settings of group-delay dispersion (GDD) and third-order dispersion (TOD). The FWHM of the laser-pulse duration 𝜏 is derived from the calculated pulse envelopes (figure 3.6 (b) and (c)).

### 3.1.2.2. Evaluation

![Fluence scan of the pump laser](image)

Figure 3.7.: Fluence scan of the pump laser (x-axis), which is given by to the waveplate-attenuator setting multiplied by the cosine of the target-rotation angle, versus the fraction of shadowgrams with LIB and the full number of captured shadowgrams (y-axis). The calculated confidence intervals are fitted by an error function (green line) that corresponds to the cumulative distribution function of a normal distribution with a mean value μ = 0.299 and a standard deviation σ = 0.05. The inset shows an exemplary shadowgram with LIB occurring as blackened target region.
For each pulse-duration setting, the threshold intensity $I_{th}$ and threshold fluence $F_{th}$ are derived by a laser-energy scan. The transmission of the waveplate attenuator is reduced stepwise from 100% down to 10%. The pulse energy before the transmission attenuator is adjusted such that for the 100% setting LIB is assured and it can be ruled out for the 10% setting. Thousands of shots at 10 to 14 transmission-attenuator settings are acquired for each pulse-duration setting. A secondary optical-probing axis allows to sort the data by target-rotation angle. The approach allows to use hundreds of shots for a statistical evaluation of the laser-energy scan and with that enables an averaging over the fluctuation of the pump-laser peak power (refer to Appendix B). The resulting point estimates and 95%-confidence intervals of setting 2 are shown in figure 3.7. Assuming an underlying normal distribution of fluctuations in the laser and target properties, the distribution function of the fraction of shots with LIB as a function of laser fluence is an error function (green line). The threshold of LIB is given by the laser energy at which the error function reaches 50%, i.e., the mean $\mu$ of the underlying normal distribution. The standard deviation $\sigma$ of the threshold value is given by the width of the error function. The resulting mean and standard deviation of $I_{th}$ and $F_{th}$ for all pulse-duration settings are given in table 3.1.

### 3.1.2.3. Results

![Graph](image)

Figure 3.8.: Figure copied from Bernert et al. [23]. (a) Measured intensity thresholds $I_{th}$ and (b) fluence thresholds $F_{th}$ of LIB of the hydrogen sheet-jet target versus FWHM-laser-pulse duration $\tau$. The pump-laser settings of each measurement are given in table 3.1. A power-law fit to the data yields $I_{th}^{\text{fit}} \propto \tau^{-0.71 \pm 0.03}$ (orange line in figure (a), equation 3.3) and $F_{th}^{\text{fit}} \propto \tau^{0.24 \pm 0.02}$ (orange line in figure (b), equation 3.4). The quantum-mechanical BSI threshold (black) and the classical BSI threshold (gray) are given by dashed–horizontal lines in figure (a).

As the main result of the characterization study, the intensity and fluence thresholds of LIB, $I_{th}$ and $F_{th}$, are presented in figure 3.8. $I_{th}$ and $F_{th}$ mark the thresholds at which a transiently blackened target area, i.e., an area undergoing LIB, is observed by using time-resolved optical shadowgraphy with a 515 nm backlighter. Thus, the measured thresholds compare particularly well with the time-resolved measurements at ultra-relativistic peak intensity in the next section. The thresholds show a high dependence on the FWHM-laser-pulse duration $\tau$. Power-law fits to the thresholds of intensity $I_{th}$ and fluence $F_{th}$ (orange lines) yield the scalings

$$I_{th}^{\text{fit}} [W/cm^2] = (8.3 \pm 0.5) \cdot 10^{12} \times \tau[^{\text{ps}}]^{-0.71 \pm 0.03}$$  \hspace{1cm} (3.3)
and

\[ F_{th}^{fit}[J/cm^2] = (8.0 \pm 0.4) \times \tau[ps]^{0.24 \pm 0.02}. \]

To estimate the contribution of the different underlying ionization mechanisms, in the following the results are compared with the literature on LIDT of fused silica (FS), which is introduced in section 3.1.1. FS has a band gap of about 9 eV, which almost reaches that of solid hydrogen (\(\sim 10.9\) eV [94]).

Recently, a dynamical rate-equation model was used to investigate the contribution of avalanche ionization and strong-field ionization to the scaling of the damage fluence of fused silica \(F_{th}^{FS}[\tau]\) for pulse durations between 10 fs and 4 ps, see Ref. [51]. Their results in figure 3.3 (b) show that strong-field ionization alone yields a too strong pulse-duration scaling of LIDT \((\propto \tau^{0.73})\) and that the inclusion of avalanche ionization is required to support a scaling that fits the experimental data \((\propto \tau^{0.30})\). They conclude that the entire avalanche sequence (laser heating of conduction-band electrons and collisional ionization) is important for the explanation of breakdown not only at pulse durations in the picosecond regime (e.g. see fig. 3.3 (a) from [190]) but even at pulse durations shorter than 100 fs. The findings are supported by earlier work at pulse durations between 7 fs and 300 fs, where it is concluded that avalanche ionization is predominant at pulse durations \(\gtrsim 50\) fs and increases in relevance with pulse duration [40].

The pulse duration scaling of fused silica \(F_{th}^{FS} \propto \tau^{0.30}\) is similarly weak as the scaling we find for LIB of solid hydrogen \(F_{th}^{fit} \propto \tau^{0.24}\). From this and taking into account the comparable band gap, we derive that LIB of solid hydrogen in the presented pulse-duration regime is also caused by strong contributions of avalanche ionization, similar to fused silica. More quantitative conclusions would require detailed numerical modeling, which is, however, not needed for the subsequent analysis.

For the laser parameters used in this study, the BSI threshold can serve as an upper estimate of possible threshold intensities of LIB. The appearance intensity of atomic hydrogen \(I_{app}^H = 1.37 \cdot 10^{14} \text{W/cm}^2\) (“classical BSI threshold”) is shown as gray-dashed line in figure 3.8 (a). However, a non-simplified quantum-mechanical treatment of the hydrogen atom yields a higher critical field of barrier suppression ionization and a corresponding appearance intensity of \(7.58 \cdot 10^{14} \text{W/cm}^2\) (“quantum-mechanical BSI threshold”, black-dashed line in figure 3.8 (a)) [19].

### 3.2. Experimental results at ultra-relativistic laser-peak intensities

To test the relevance of the pulse-duration dependence of \(I_{th}\) and \(F_{th}\) to the starting point of LIB in high-intensity laser-solid interactions, this section experimentally investigates the occurrence of LIB in experiments of the PM-cleaned DRACO-PW laser and the hydrogen sheet-jet target. The results are published in Bernert et al. [23]. The details of the experimental setup are introduced in section 2.2.4 and an illustrative sketch of the setup is given in figure 3.9 (a). The FWHM-pulse duration of the pump laser is 30 fs and the laser-peak intensity of \(5.7 \cdot 10^{21} \text{W/cm}^2\) can be tuned between 10 % and 100 % by changing the amplification of the final laser amplifier. The laser contrast is \(> 10^{-8}\) at \(-2\) ps, \(> 10^{-10}\) at \(-10\) ps and a singular prepulse with \(10^{-9}\) occurs at \(-54\) ps (see section 2.2.3). Details about the hydrogen sheet-jet target are given in section 2.2.2. The total width of the jet in this experiment is 60 \(\mu\)m. As sketched in figure 3.9 (a), the planar sheet-like part with a thickness of approximately 400 nm is formed between two prominent cylindrical rims. The experiment is conducted at target-rotation angles between 65° and 80° (target normal to pump-laser-propagation axis) and the probe 515 nm propagates at 134° relative to the pump-laser axis (see top-view inset in figure 3.9 (a)). Probe 1030 nm at 69° guarantees control over the target-rotation angle for each shot. The observable general structures in the recorded shadowgraphy images are illustrated in the inset of figure 3.9 (a). A pump-probe delay of 0 ps corresponds to the arrival of the pump-laser peak on target and negative delays represent earlier times.

Figure 3.9 (b) shows the typical temporal properties of the leading edge of the pump laser. The peak is preceded by a steep-rising edge and a more shallow picosecond pedestal.

For four different peak intensities of the pump-laser, time-delay scans of shadowgraphy are shown in figure 3.10. Each setting shows shadowgrams without and with blackened target areas, i.e., areas
where the target experiences dielectric breakdown. The pump-probe-delay intervals within which LIB occurs (onset interval of LIB) are given in table 3.2. The upper boundary of the interval is given by the delay of the earliest shadowgram with an area of dielectric breakdown and the lower boundary is given by the closest delay of a shadowgram without such observation. Note that the width of the onset interval is mainly limited by the available number of shadowgrams and their respective pump-probe delay. As illustrated by the green line and gray-shaded background in figure 3.10, we observe a clear shift of the onset interval of LIB to earlier pump-probe delays with increasing peak intensity.

Depending on the intensity setting and the pump-probe delay, the areas with dielectric breakdown have different contours and patterns. Generally, with increasing delay the spatial extent of the area grows until it fills the whole field of view (FOV = 100 µm x 100 µm) close to zero delay. Up to a delay of about −0.4 ps, the areas with dielectric breakdown show sharp contours with larger width than height, exemplified by the shadowgram labeled “α”. For this and similar shadowgrams, the contour represents the spatial distribution of light with intensities exceeding the threshold of LIB during the leading edge [87]. The aspect ratio of width and height of the area resembles the projected shape of the focal spot on the rotated target to the time of the pump-probe delay. Further details are discussed in section 3.3.2.

For pump-probe delays between −0.4 ps and zero, an additional large-scale contour with spatially varying opacity is observed (e.g. shadowgram labeled “β”). The additional contour is most likely caused by relativistic electrons that are generated when the pump-laser intensity surpasses \( \sim 10^{18} \text{ W/cm}^2 \) [107]. For the peak intensities and laser-contrast settings discussed here, this occurs a few hundred femtoseconds before the pump-laser peak reaches the target [211]. Section 3.5 discusses the observation in more detail.
Figure 3.10.: Figure copied from Bernert et al. [23]. Shadowgraphy images (consistent colorscale) captured at different pump-probe delays and pump-laser-peak intensities. Shadowgrams without dielectric breakdown (white background) are separated from shadowgrams with dielectric breakdown (gray background) by the green line.
<table>
<thead>
<tr>
<th>Peak intensity [W/cm²]</th>
<th>Onset interval [ps]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.6 \cdot 10^{21}$</td>
<td>$[-0.6, -0.4]$</td>
</tr>
<tr>
<td>$1.1 \cdot 10^{21}$</td>
<td>$[-2.0, -1.2]$</td>
</tr>
<tr>
<td>$2.2 \cdot 10^{21}$</td>
<td>$[-3.1, -2.5]$</td>
</tr>
<tr>
<td>$5.7 \cdot 10^{21}$</td>
<td>$[-3.9, -2.7]$</td>
</tr>
</tbody>
</table>

Table 3.2.: Measured onset intervals of LIB versus pump-laser-peak intensity as adopted from figure 3.10. The pump-laser-pulse duration is 30fs FWHM.

Figure 3.11.: Figure copied from Bernert et al. [23]. Laser-contrast measurement of the leading edge normalized to the highest (red) and the lowest (blue) peak intensity on target versus the respective onset interval of LIB. The quantum-mechanical and classical BSI thresholds are given together with the fitted intensity thresholds of LIB $I_{th}^{fit}[\tau]$ for four different pulse durations $\tau$ (horizontal lines). The yellow line gives the temporal envelope of the laser pulse utilized for the measurement of $I_{th}[6.3\, \text{ps}]$. The temporal position is chosen for comparability with the laser contrast in the highest peak-intensity setting.

3.3. Comparison to the laser contrast

3.3.1. Relevance of the pulse-duration dependence of LIB

3.3.1.1. Onset interval versus threshold intensity

The comparison of the measured onset intervals of LIB (table 3.2) to the laser-contrast measurement of the leading edge is presented in figure 3.11. The laser contrast of the highest ($5.7 \cdot 10^{21}$ W/cm²) and the lowest peak-intensity setting ($0.6 \cdot 10^{21}$ W/cm²) is given in red and blue color, respectively. Details about the measurement of the laser contrast are given in section 2.2.3. Taking the mean target-rotation angle into account, the laser contrast is scaled to the respective peak intensity of each setting. The steep-rising edge is visible between $-0.4$ ps and zero, while the actual temporal shape is smeared out by the temporal resolution of the measurement ($\sim 100$ fs). The more slowly rising picosecond pedestal is shown between $-12$ ps and about $-1$ ps. The relative intensities of the measurement are commonly used to compare different high-power laser systems [49].

For the highest peak-intensity setting, the measured onset interval of LIB (red shaded) lies within the picosecond pedestal. Between about $-10$ ps and about $-3$ ps the picosecond pedestal includes a plateau with intensities fluctuating from about $10^{11}$ W/cm² to about $10^{12}$ W/cm². The onset interval of LIB is located at the end of the plateau and no standout signature of intensity is observed during the interval. In particular, the prepulse at $\sim -2.3$ ps is well separated from the observation of LIB.
at −2.7 ps. For the lowest peak-intensity setting, the measured onset interval of LIB (blue shaded) is located within the foot of the steep-rising edge.

To discuss both settings along with the results of the characterization study of LIB (section 3.1.2), the quantum-mechanical and classical BSI threshold and the values of $I_{th}^{fit}[\tau]$ for different pulse durations $\tau$ between 0.03 ps and 30 ps are given as horizontal lines of different style.

In the lowest peak-intensity setting, the intersection points of the laser contrast with the quantum-mechanical BSI threshold, the classical BSI threshold, the threshold intensity $I_{app}$ can be a convenient estimate to determine the starting point of LIB in interactions with similar target properties and similar or lower absolute intensities of the leading edge.

This changes as the peak intensity is increased by a factor of ten to $5.7 \cdot 10^{21}$ W/cm$^2$. For the corresponding leading edge, the intersection of the laser contrast with the classical BSI threshold at −0.44 ps overestimates the starting point of LIB substantially. The same applies to the intersection with the threshold intensities $I_{th}^{fit}[0.3 \text{ ps}]$ at −1.14 ps and $I_{th}^{fit}[3 \text{ ps}]$ at −2.48 ps. The observation reveals that for this setting the simple BSI threshold cannot be used as a criterion for estimating the starting point of LIB based on the laser-contrast measurement. Instead, the setting demonstrates that LIB is reached by accumulation of intensity on target and not by crossing a specific intensity level. In the plateau of the picosecond pedestal between −10 ps and −3 ps, the intensities are close to the thresholds of LIB for picosecond pulses. Comparing −10 ps and −3 ps, there is no significant difference in the intensity level, except for the amount of temporally “accumulated intensity”, which corresponds to the fluence. As argued in section 3.1.2, the contribution of avalanche ionization to LIB of the target increases with pulse duration. It follows that the described scenario is most likely an illustrative example for which avalanche ionization during the picosecond pedestal of the leading edge contributes to LIB.

3.3.1.2. Quantitative comparison to the characterization study

![Figure 3.12.](image-url)

Figure 3.12.: Figure copied from Bernert et al. [23]. Leading edge of the pump laser (laser contrast) in the highest peak-intensity setting (red line). The quantum-mechanical and classical BSI thresholds are given together with the fitted intensity thresholds of LIB $I_{th}^{fit}[\tau]$ for four different pulse durations $\tau$ (horizontal lines).
To quantitatively compare the results at $5.7 \cdot 10^{21} \text{ W/cm}^2$ peak intensity with the characterization study of LIB (section 3.1.2), the temporal pulse envelope of a 6.3 ps pulse as used in the characterization study is plotted by a yellow line in figure 3.11. For illustration purposes, the pulse is placed before the measured onset of LIB. The peak intensity of the pulse is scaled to $I_{th}[6.3\text{ps}] = (2.4 \pm 0.4) \cdot 10^{12} \text{ W/cm}^2$, ensuring that a similar pulse induces LIB of the target after interaction. The area under the curve corresponds to the threshold fluence $F_{th}[6.3\text{ps}] = (14 \pm 2) \text{J/cm}^2$. An integration of the laser-contrast measurement between $-12\text{ps}$ and $-3\text{ps}$ yields a fluence of $2.2 \text{J/cm}^2$ with a highest intensity of $9 \cdot 10^{11} \text{ W/cm}^2$. It follows that the fluence of the laser-contrast measurement is a factor of six and the maximum intensity is a factor of three lower than the measured thresholds of the 6.3 ps pulse.

To also consider contributions of the leading edge earlier than $-12\text{ps}$, a larger window of the laser contrast is displayed in figure 3.12. The graph shows a prepulse with a peak intensity of $3.6 \cdot 10^{12} \text{ W/cm}^2$ at $-54\text{ps}$ delay. The pulse duration of the prepulse is limited by the temporal resolution of the TOAC measurement to $\tau < 100\text{fs}$. The intensity threshold of LIB of a 100 fs pulse is $I_{th}[100\text{fs}] = 4.3 \cdot 10^{13} \text{ W/cm}^2$ and shorter pulses feature a higher threshold intensity. Even assuming an uncertainty of one order of magnitude for the intensity level of the laser contrast, the prepulse is insufficient to initiate LIB, in agreement with the time-resolved optical-shadowgraphy measurements. Furthermore, temporal integration of the laser contrast between $-33\text{ps}$ and $-3\text{ps}$ yields a fluence of $3.2 \text{J/cm}^2$ (figure 3.12). This is about a factor of six lower than the fitted damage fluence $F_{th}[50\text{ps}] = 18.1 \text{J/cm}^2$, similar to the case of the plateau between $-10\text{ps}$ and $-3\text{ps}$. However, this implies that the picosecond pedestal between $-33\text{ps}$ and $-12\text{ps}$ contains only $1 \text{J/cm}^2$, which is more than a factor of 16 below the fluence threshold $F_{th}[21\text{ps}] = 16.6 \text{J/cm}^2$. The observation of LIB in the highest peak-intensity setting is thus most likely caused by accumulation of intensity around $I_{th}[6.3\text{ps}]$ during the plateau of the picosecond pedestal between $-10\text{ps}$ and $-3\text{ps}$, although the absolute intensities of the laser contrast are slightly below the characterized threshold $I_{th}[6.3\text{ps}]$.

3.3.1.3. Discussion

The scaling of laser-contrast measurements to absolute intensity, however, has to be considered with caution. In principle, the pulse shape in the focal spot where the plasma dynamics are induced could be different from the laser-pulse characteristics measured from the non-focused laser beam, e.g., due to spatio-temporal couplings [96]. In view of this, the presented comparison to the characterization study shows surprisingly good agreement. The comparison demonstrates the methodology of how the starting point of LIB can be derived from a laser-contrast measurement. The starting point of LIB is not triggered by the first intersection with a specific threshold intensity, but by a continuous temporal accumulation of intensity at a specific level for a specific duration. If the accumulated intensity, i.e., the deposited fluence, reaches the threshold fluence $F_{th}[\tau]$ of a comparable pulse duration $\tau$ within an order of magnitude, the subsequent onset of LIB must be expected. To exemplify this methodology, a demonstration example with the intrinsic laser contrast of DRACO PW is presented in section 3.4. Furthermore, the comparison between the lowest and the highest peak-intensity setting demonstrates the relevance of the pulse-duration dependence of LIB to the starting point of LIB in ultra-relativistic laser-solid interactions. As laser-peak intensity increases, the intensities in the leading edge also increase. The simplified assumption of a fixed intensity threshold of LIB, for example the classical BSI threshold, would shift the starting point of LIB only slightly to earlier times, depending on the leading-edge intensity evolution. However, if the slowly rising picosecond pedestal enters the relevant intensity range of LIB, the starting point of LIB is actually shifted to earlier times by a lowering of the applicable threshold intensity. Figure 3.8 (a) shows that the relevant intensity range varies significantly with pulse duration, i.e., pedestal duration.

3.3.1.4. Requirements for future laser metrology

An important prerequisite of the described analysis is a temporally well-resolved and quantitatively valid laser-contrast measurement. To capture the strong-field-ionization effects, single-femtosecond
temporal resolution is desired, especially for short pre-pulses. The picosecond-pedestal-induced avalanche ionization imposes the measurement of intensities lower than $\sim 10^{11}$ W/cm$^2$, which is a required dynamic range higher than $10^{11}$ for current Petawatt-class laser systems. Considering the intrinsic leading edge of these laser systems without any temporal-contrast cleaning, a time window of at least 100 ps is needed.

Several commercial products based on third-order autocorrelation are available and the development is progressing towards higher dynamic range [179] and operation at single shot [123, 122]. However, an exploration of the limitations of existing technology is desired [27] and the design of additional techniques like self-referenced spectral interferometry with extended time excursion (SRSI-ETE) [147, 148] is promising to reliably quantify absolute intensity levels in the leading edge that are highly relevant to LIB, target pre-expansion and pre-heating in high-intensity laser-solid experiments.

### 3.3.2. LIB as a diagnostic tool

Recently, a technique for temporal and spatial intensity characterization of high-intensity laser pulses via time-resolved optical probing was proposed and termed temporally resolved intensity contouring (TRIC), see Ref. [87]. The appeal of the technique lies in the characterization of the laser properties in the final focal spot, i.e., directly on target. The authors of Ref. [87] present optical-shadowgraphy data captured at pump-laser-peak intensities of up to $\sim 10^{19}$ W/cm$^2$. They compare the evaluation of the data via TRIC to conventional methods of spatial and temporal laser characterization. In the following, TRIC is applied to the here presented optical shadowgraphy data at two orders of magnitude higher pump-laser-peak intensity. In the first subsection, the technique is used to characterize the temporal laser contrast and in the second subsection it is used to derive the spatial distribution of laser intensity in the final focal plane. Furthermore, the first subsection includes a discussion of the hurdles that the laser-pulse-duration dependency of LIB imposes to the implementation of TRIC.

#### 3.3.2.1. Characterization of the laser contrast

TRIC uses the target’s threshold of LIB $I_{th}$ to sample the spatio-temporal laser-intensity distribution in the focal spot. The approach of the technique is as follows. Considering the temporal evolution of the laser-target interaction during the leading edge of a high-power laser, the optical shadowgraphy diagnostic shows first LIB at a delay when the spatial peak of the pump laser surpasses $I_{th}$. Subsequently, the target area with LIB increases with the rate of the increasing intensity in the leading edge, because a larger spatial extend of the pump-laser focal spot grows above $I_{th}$. For rotated targets and circular focal spots, the shape of the area with LIB appears stretched, according to the projection of the focal spot.

Following TRIC, a scan of the pump-laser-peak intensity can be used to sample the leading edge of a high-power laser in a discrete way. By assuming a roughly constant $I_{th}$, the temporal starting point of LIB of a specific peak-intensity setting samples the laser contrast at the very same point in time. For a slightly decreased or increased peak intensity, the leading edge is decreased or increased accordingly. Consequently, the temporal starting point of LIB shifts. Considering many sampling points, the whole leading edge of the laser can be scanned. For each starting point of LIB, the corresponding intensity of the laser contrast is given by $I_{th} \cdot \tau$ times the ratio between the set and the full peak intensity.

However, as shown and discussed in section 3.1.2, $I_{th}$ can not be assumed to be roughly constant. For an unknown intensity distribution of the leading edge, it is not clear which $I_{th}[\tau]$ is relevant to the optically diagnosed starting point of LIB. Section 3.3.1 proves that, for well-controlled laser-contrast conditions of a Petawatt-class laser system, a change of the applicable threshold intensity $I_{th}$ occurs by changing the laser-peak intensity by only a factor of ten. It follows that, for an unknown leading edge, the characterization of the leading edge via TRIC cannot be performed without further assumptions.

Assuming that the leading edge includes intensities that are relevant to LIB only in the last 30 ps before the laser peak, the interval of possible threshold intensities is between $I_{th}^{[30 \text{ fs}]} = 7.4 \cdot 10^{11}$ W/cm$^2$ and $I_{th}^{[30 \text{ ps}]} = 1.0 \cdot 10^{14}$ W/cm$^2$. Figure 3.13 (a) shows the laser contrast of the pump laser (red line) together with the interval between $I_{th}^{[30 \text{ ps}]}$ and $I_{th}^{[30 \text{ fs}]}$ (gray-shaded). The interval is slightly shifted to lower contrast levels according to the mean rotation angle of the target. In the highest peak-
Figure 3.13.: Temporally resolved intensity contouring (TRIC): (a) Temporal aspect of TRIC: Laser contrast (red curve) and range of possible threshold intensities of LIB $I_{th}^{fit}[\tau]$ with $\tau$ in the interval between 30 fs and 30 ps (gray-shaded area). By utilizing the measured onset interval of LIB (table 3.2) for different pump-laser-peak intensities, the TRIC methodology suggests discrete measurements of the laser contrast (green markers, for details see text). (b) Close-ups of shadowgrams as copied from figure 3.10 for a peak intensity of $5.7 \cdot 10^{21} \text{ W/cm}^2$. The pump-probe delay is given in the lower-right corner of each image. (c) Spatial aspect of TRIC: The image on the top shows a measurement of the focal spot in logarithmic colorscale. The graph on the right side shows a detail of the laser contrast as adopted from figure 3.11 for a peak intensity of $5.7 \cdot 10^{21} \text{ W/cm}^2$. For each pump-probe delay in figure (b), the peak of the focal-spot measurement is scaled to the mean intensity of the laser contrast within the green interval and displayed in gray colorscale next to the corresponding shadowgram (for details see text). The logarithmic colorscale is restricted to intensities between $I_{th}^{fit}[30 \text{ps}] = 7.4 \cdot 10^{11} \text{ W/cm}^2$ and $I_{th}^{fit}[30 \text{fs}] = 1.0 \cdot 10^{14} \text{ W/cm}^2$.

intensity setting and as measured by optical shadowgraphy, the starting point of LIB occurs between $-3.9 \text{ ps}$ and $-2.7 \text{ ps}$ pump-probe delay. According to TRIC, this corresponds to a measurement of the laser contrast as given by the left-most green marker. The horizontal error bar is given by the measured onset interval of LIB (table 3.2) and the vertical error bar is given by the possible variation of $I_{th}$. Each of the lower peak-intensity settings gives another green marker by the respective onset interval and the range of possible $I_{th}$ multiplied by the ratio between the highest intensity ($5.7 \cdot 10^{21} \text{ W/cm}^2$) and the set intensity ($5.7, 2.2, 1.1$ and $0.6 \cdot 10^{21} \text{ W/cm}^2$).

Although the laser contrast in figure 3.13 (a) and the green markers derived by TRIC seem to agree quite well, another argument suggests that this is more or less a coincidence. As discussed in section 3.3.1 for the peak-intensity setting of $5.7 \cdot 10^{21} \text{ W/cm}^2$, LIB of the target is caused by the accumulation of intensity on target, specifically by the plateau of intensity in the leading edge between
−10 ps and −3 ps. According to this, the left-most green marker in figure 3.13 (a) can actually not be placed between −3.9 ps and −2.7 ps, i.e., at the measured starting point of LIB. The corresponding $I_{th} \approx I_{th}[6.3 ps]$ would rather need to be distributed between −10 ps and −3 ps. With this, however, TRIC implies a fallacy. Considering an unknown leading edge, the observation of the starting point of LIB neither allows to attribute a specific value of $I_{th}$ nor to specify the temporal window of how long this intensity impacts the target. The only information the starting point of LIB provides is that LIB is initiated at the specific delay.

The reason for the agreement of the results of TRIC with a measurement of the laser contrast by a third-order autocorrelator in figure 4 of Ref. [87] may be given by the fact that, in this case, the leading edge is sampled only during the steep-rising edge, i.e., the leading edge features a rather constant slope. As soon as changes in the slope of the leading edge occur, e.g., by the picosecond pedestal, the results in section 3.3.1 demonstrate that it becomes challenging to quantitatively characterize the leading edge via TRIC.

3.3.2.2. The spatial distribution of light in the final focus

The following paragraph discusses the spatial aspect of TRIC. Despite simplified assumptions of the TRIC methodology about $I_{th}$, the basic consideration that the target areas with dielectric breakdown show properties of the pump-laser focal spot is confirmed by the here presented investigations. Figure 3.13 (b) shows close-ups of shadowgrams that are captured in the highest peak-intensity setting (5.7 · 10²¹ W/cm²). The spatial extend of the area with dielectric breakdown grows for delays that are closer to the pump-laser peak. To compare the experimental observation with theoretically expected patterns following the TRIC methodology, figure 3.13 (c) shows a measurement of the focal spot (top-most image, logarithmic colorscale) and a detail of the laser contrast as adopted from figure 3.11 for the highest peak-intensity setting (red graph on the right side). In the simplest case, the spatial light distribution of the focal spot at different delays can be estimated by scaling the peak of the time-integrated focal-spot measurement to the intensity of the laser contrast at the respective delay. For each pump-probe delay and to take the finite temporal resolution of the time-delay scan by shadowgraphy into account, the specific peak intensity is calculated by averaging the laser contrast over 175 fs (green boxes in the graph). The resulting value is given in each row on the left side of figure 3.13 (c). The measurement of the focal spot, scaled to the respective peak intensity, is given as a grayish pattern in each row. The gray colorscale shows intensities between $I_{th}^{fit}[30 ps] = 7.4 \cdot 10^{11}$ W/cm² and $I_{th}^{fit}[30 fs] = 1.0 \cdot 10^{14}$ W/cm² on a logarithmic scale. The images show the blackened target pattern that are expected following the TRIC methodology (synthetic TRIC patterns). For the synthetic pattern at $-0.3$ ps delay, the dynamic range of the focal-spot measurement is not sufficient to show intensities down to $I_{th}^{fit}[30 ps]$. As the target-rotation angle is not considered for the synthetic TRIC patterns, only the vertical extend of each pattern can be compared to the respective shadowgram in figure 3.13 (b).

The comparison of the experimental and the synthetic TRIC patterns in figures 3.13 (b) and (c) directly shows that the synthetic TRIC patterns are smaller than the pattern in the shadowgraphy measurement. This indicates that the laser-contrast measurement underestimates the intensities of the actual leading edge, which is in agreement to the quantitative comparison in section 3.3.1. At $-1.0$ ps delay, the measured shadowgram in figure 3.13 (b) shows concentric rings at the rim of the blackened target area. The rings are not visible in the focal spot measurement (top-most image in figure 3.13 (c)), but their existence is plausible by considering the finite aperture of optical components in the laser beamline or reflections in lenses that subsequently propagate with a different collimation than the main beam and are consequently out-of-focus in the nominal focal plane. Small amounts of light with sharply contoured near-field profiles are sufficient to cause Airy-patterns in the focal plane that could be associated to the observed ring structures. It follows that the shadowgram enables the visualization of light that is not visible in a simple camera image of the focal spot. This underlines the capability of TRIC to provide qualitative information on the spatial distribution of light in the focal spot. Another application of this aspect is given in the next paragraph.

The shadowgrams at $-0.4$ ps and $-0.3$ ps delay show larger areas of dielectric breakdown with different
contours than what would be expected from the more confined synthetic TRIC patterns. These shadowgrams correspond to the laser-intensity regime for which the applicability of TRIC ends. Here, the origin of local dielectric breakdown is not given by the fluence or intensity of the local light distribution only, but rather by the presence of relativistic electrons. To the time the leading-edge intensities become relativistic ($\sim 10^{18} \text{W/cm}^2$), the mean free-path length of the generated hot electrons can exceed the spatially confined blackened patterns that are caused by TRIC. The hot electrons cause collisional ionization and field ionization by generating charge-separation fields. More details are discussed in section 3.5.

Figure 3.14.: (a) Shadowgrams that are captured at $2.2 \cdot 10^{21} \text{W/cm}^2$ pump-laser-peak intensity with probe 515 nm and probe 1030 nm. The pump-probe delay is given in picoseconds in the lower-right corner of each shadowgram. The data shows several focal spots on the target. (b) Magnified camera image of the pump-laser focal spot (logarithmic colorscale), the final laser amplifier is switched off. The seed beam into the final amplifier is tuned to extraordinary (nominal setting) or ordinary polarization with respect to the c-axis of the amplifier crystals. For ordinary polarization, a generation of multiple focal spots occurs. The distance between the three brightest spots (1), (2), (3) is indicated by the cyan markers. The same marker is displayed in each shadowgrams of figure (a), corrected for the specific rotation angle of the target. (c) The extraordinary (e) and ordinary (o) beam are deflected to different angles due to the non-parallelism of the Titanium-Sapphire (Ti:Sa) crystal surfaces. The short focal length of the $F/2$ OAP visualizes the angular separation in the focal plane.

At nine to seven orders of magnitude below the pump-laser-peak intensity and single-picosecond delay before the pump-laser peak, the light distribution in the focal spot is expected to show influences from various mechanism that occur during laser-pulse amplification, like for example B-integral mixing of post- to pre-pulses [105] and spatio-temporal couplings [96]. Furthermore, the alignment of optical beamline elements and amplifier components is practical only up to the accuracy of the available diagnostics, e.g., polarizing beamsplitters with an extinction ration of about 1 : 1000, and
trade-offs between practical feasibility and laser-beam quality must be made. Figure 3.14 shows an example of how TRIC provides qualitative insight to the spatio-temporal light distribution on target, encouraging deeper investigation of specific properties of the pump-laser beam that would otherwise likely be overlooked.

The shadowgrams in figure 3.14 (a) demonstrate that neither a round nor an oval shape of the patterns with dielectric breakdown is observed, which is what would be expected according to the synthetic TRIC data and the time-integrated focal-spot measurement in figure 3.13 (c). Instead, the experimental data shows multiple focal spots that are roughly aligned along a horizontal line. The focal spots are observed for different delays and synchronously in two optical probe beams (each line in fig. 3.14 (a) corresponds to the same pump-laser shot).

The alignment of the spots along a single axis and the occurrence of multiple spots with similar shape suggest that the phenomenon is caused by several laser beams from a common source with equivalent collimation, which propagate the beampath off the laser with different angles towards the OAP. As almost all laser-beamline elements in the final amplifiers, the compressor and the beam-transport system are reflective, they cannot be the origin of several beams with slightly different propagation angle. Ti:Sapphire crystals, however, are birefringent and are the non-avoidable transmissive optical elements in the final laser amplifier. This motivates the hypothesis that, because of the alignment of the Ti:Sapphire crystals in the final laser amplifier (two crystals, each in a multipass configuration), an ordinary beam co-exists or is generated in addition to the nominal extraordinary laser beam. Geometric optics calculations demonstrate that a wedge of a Ti:Sapphire crystal between 1° and 0.1°, which is below the specifications of the vendor, would be sufficient to induce a difference of the propagation angle between an ordinary and an extraordinary beam of single micro radians up to hundreds of micro radians (see sketch in figure 3.14 (c)). According to the different beampaths of the individual passes of the multi-pass amplifier, a variation of the angle of incidence between 0° and 5° is considered for the calculation.

To experimentally prove the hypothesis, we insert a waveplate before the final laser amplifier, tuned the seed from extraordinary (nominal) to ordinary polarization and simultaneously measured the focal spot after the final OAP with ~30× magnification. During the measurement the laser beam (1 Hz, ~2 J before compression) traverses the final laser amplifier (not pumped), a wedge attenuator (two fused-silica wedges with 45° angle of incidence) and the compressor chamber. The top image of figure 3.14 (b) shows the nominal setting with extraordinary polarization of the seed and the lower image shows the setting with ordinary polarization of the seed. The latter shows several focal spots with an angular distance of several tens of micro radians. To compare the spacing between the spots with the shadowgraphy measurements in figure 3.14 (a), the cyan marker with the numbering (1), (2) and (3) is stretched or compressed according to the respective target-rotation angle and displayed in each shadowgram. There is remarkable correlation between the shadowgraphy measurements at ultra-relativistic peak intensity and the focal-spot measurement with ordinary polarization of the seed.

The results suggest that the spacing between the focal spots in the shadowgraphy measurements is explained by a wedge of the Ti:Sapphire crystals in combination with different angles of incidence for each individual pass in the final multi-pass amplifiers. Still, for nominal laser operation, the effect should only occur if an ordinary-polarized laser beam is seeded into the final laser amplifier or is generated in the final laser amplifier.

Two possible scenarios of the origin of an ordinary-polarized beam in the final amplifier exist. Either the seed already has ordinary polarization components or the components are generated within the final amplifier. The first option is unlikely, as the polarization is cleaned by several thin-film polarizers before the amplifier. Therefore, Appendix D explores the second option. The results show that the final amplifier generates an ordinary-polarized beam that co-propagates with the nominal extraordinary-polarized laser beam. For a focal spot with a peak intensity of 5 · 10^{21} W/cm^2 on target, a neighboring focal spot with an intensity of about 1 · 10^{18} W/cm^2 is thus expected.

According to the current status of the investigation, a final confirmation of the initial hypothesis about the origin of multiple focal spots on target that are caused by polarization mixing in the final laser amplifier lacks the explanation of why the spots initiate LIB to the same time as the leading edge of the main extraordinary-polarized laser pulse. The difference of the ordinary and extraordinary refractive
index of Ti:Sapphire calculate a maximum delay of 6.9 ps between both beams (4 passes per amplifier crystals). However, the ordinary beam should arrive later than the nominally polarized extraordinary beam. Furthermore, the ordinary beam has a lower peak intensity and the corresponding leading edge should be lowered accordingly.

Polarization mixing in the large amplifier crystals and the multi-pass configuration of the amplifier can generate more complicated scenarios than just a single ordinary and a single extraordinary beam. Amongst others, the amplifier crystal cannot be considered as a perfect single crystal. The crystals suffers from thermal load and the associated local changes of the refractive-index ellipsoid during pumping. Dielectric mirrors introduce spectrally and angularly dependent rotations of the beam polarization. Furthermore, the accumulated spectral phase and the compressed pulse duration of an ordinary laser beam is different from the nominal extraordinary-polarized beam.

In summary, the investigation of the origin of multiple focal spots on target needs further consideration in the future. Still, the experimental observation is an illustrative example of how TRIC enables qualitative insights to the intensity distribution of a high-power laser in the final focal spot.

3.4. Determining the starting point of LIB from the laser contrast

The determination of the starting point of LIB is essential for all simulations of high-intensity laser-solid interactions that aim to achieve quantitative agreement to experimental results by accurately modeling target pre-expansion and pre-heating. Moreover, the predictive power of computer simulations depends on modeling realistic experimental scenarios \[180\]. Most experiments of high-intensity laser-solid interactions, however, do not feature optical-probing diagnostics to infer the onset point of LIB experimentally. The following section is intended to use the insights gained in section 3.3.1 and to provide guidance on how to derive the starting point of LIB for other laser-target platforms. The prerequisites are a quantitatively valid measurement of the leading edge and a characterization study of the target-specific LIB thresholds versus laser-pulse duration. A demonstration example based on the intrinsic leading edge of the DRACO-PW laser and the LIB thresholds of the cryogenic hydrogen-jet target is given below.

Figure 3.15 (a) and (b) show the accumulated-fluence and intensity representation of the leading edge as calculated from a third-order-autocorrelator measurement of the intrinsic laser contrast of DRACO PW (figure 2.16 (a)). For the accumulated-fluence representation, the laser energy of 22.4 J is distributed over the area under laser contrast and stepwise integrated starting from \(-250\) ps. The fluence at a given time corresponds to the accumulated fluence on target within the FWHM of the pump-laser focal spot. The step-like increase of fluence between the colored time intervals corresponds to the arrival of short prepulses at \(-90\) ps, \(-67\) ps and \(-54\) ps, which becomes clear by a the comparison to figure 3.15 (b). Figure 3.15 (b) shows the laser contrast scaled to the pump-laser-peak intensity of \(6.7 \cdot 10^{21}\) W/cm\(^2\).

The discussion in section 3.3.1 yields that not the overshooting of a specific threshold intensity, but rather the accumulation of fluence in a specific duration is causing the generation of LIB. With respect to measurement data that features a finite temporal resolution, e.g., as recorded by third-order autocorrelators, this statement needs more detailed consideration. As long as the temporal resolution of the measurement device is sufficient to sample the intensity envelope of the leading edge, the comparison of the accumulated fluence during a specific temporal interval can be compared to a characterized LIB-threshold fluence. This is exemplified by the red, yellow and blue time intervals that are depicted in figure 3.15 (c) on the left side. Note that the y-axis is in linear scale. The intervals correspond to time delays between the three short prepulses. Each interval features a specific pulse duration and a fluence that is calculated from the difference between the accumulated fluence at the end and at the beginning of the colored interval. Each colored interval is represented by a marker in the graph on the right side of figure 3.15 (c). The accumulated fluence is compared to the characterized threshold fluence of LIB, which is given as orange line (adopted from figure 3.8). The comparison shows that the accumulated fluences between \(-90\) ps and \(-67\) ps and between \(-67\) ps and \(-54\) ps are not sufficient to trigger LIB. However, the leading edge between \(-54\) ps and \(-39\) ps
Figure 3.15.: (a) Accumulated fluence versus time as calculated from the intrinsic laser contrast of DRACO PW. (b) Intensity representation of the intrinsic laser contrast of DRACO PW. (c) Three details of the accumulated fluence from fig. (a). The increase of fluence during each colored time interval is compared to the threshold fluence of LIB (orange line) in the graph on the right side. (d) Detail of the graph in fig. (b). The intensity of the three short prepulses is compared to the threshold intensity of LIB (orange line) in the graph on the right side. The pulse duration of each prepulse is below the optical resolution of the third-order autocorrelator. In consequence, a pulse duration between $\sim 30$ fs and $\sim 100$ fs is estimated (error bar of the markers in the graph on the right side).

surpasses the characterized threshold and LIB is expected to occur not later than $-39$ ps.
Up to this point, the short prepulses at $-90$ ps, $-67$ ps and $-54$ ps are not considered in the comparison. The temporal resolution of the measurement device ($\sim 100$ fs) is not sufficient to sample their envelope. Here, a heuristic approach is the usage of the intensity representation of the leading edge. The three short prepulses are depicted in figure 3.15 (d). Their peak intensity cannot be allocated to a specific pulse duration, therefore the corresponding marker in the graph on the right side of figure 3.15 (d) features a horizontal errorbar between 30 fs and 100 fs (pulse duration of the main pulse and temporal resolution of the measurement). All three peak intensities are above the characterized
intensity threshold of LIB (orange line). It follows that, in an interaction of the cryogenic hydrogen-jet target and DRACO PW with intrinsic laser contrast, LIB is most likely initiated by the short prepulse at −90 ps.

Figure 3.16.: Shadowgrams (probe 515 nm) of target pre-expansion for different peak-intensity settings of DRACO PW with intrinsic laser contrast. The accuracy of the pump-probe delay is ∼ 1 ps for this figure. The shadowgrams at $6.7 \cdot 10^{21} \text{ W/cm}^2$ pump-laser-peak intensity are given in a different colorscale.

An experimental validation of the result is partially possible by time-resolved optical shadowgraphy of interactions of the cylindrical hydrogen-jet target and the DRACO-PW laser with intrinsic laser contrast. The data set is displayed in figure 3.16. The columns correspond to a scan of pump-laser energy, yielding peak intensities between $0.4 \cdot 10^{21} \text{ W/cm}^2$ and $6.7 \cdot 10^{21} \text{ W/cm}^2$ on target. Each line corresponds to a specific pump-probe delay before the arrival of the pump-laser peak. The precision of the pump-probe delay is about 1 ps for this specific data set. Because of plasma self-emission, the shadowgrams recorded in the highest-peak-intensity setting are given in a different colorscale.

The first line of figure 3.16 directly shows that there is significant target pre-expansion for all pump-laser-intensity settings (horizontally increased shadow diameter in the center of each image). This underlines the importance of the aforementioned consideration of target pre-expansion by the leading edge of Petawatt-class lasers in similar experiments and their simulations. For each displayed delay, target pre-expansion gradually grows with pump-laser-peak intensity. For a peak intensities ≤ $2.9 \cdot 10^{21} \text{ W/cm}^2$ and pump-probe delays ≤ −10 ps, the vertical extend of the area featuring LIB and target pre-expansion is spatially confined to a diameter of about 40 µm. Outside this area, the
target is still transparent, i.e., it is still in the unperturbed initial state. At $-50$ ps delay, the horizontal extent of target pre-expansion is below the spatial-resolution limit of the microscope. LIB, however, is still observed as blackened target area for all peak intensity settings. As no data with earlier pump-probe delays is available, a direct discrimination between the three short prepulses and their impact on the starting point of LIB is not possible. Still, the comparison of the observation of LIB at $-50$ ps and at one order of magnitude lower peak intensity $(0.4 \cdot 10^{21} \text{ W/cm}^2)$ than the maximum peak intensity $(6.7 \cdot 10^{21} \text{ W/cm}^2)$ shows that at least one of the three short prepulses exists and induces LIB of the target. This is supported by the fact that, for the lowest peak-intensity setting, all three intervals of the fluence representation (red, yellow and blue in figure 3.15 (c)) are well below the fluence threshold of LIB. A lowering of the intensity of the short prepulses (figure 3.15 (d)) by an order of magnitude shows that the intensity of the $-67$ ps and the $-54$ ps prepulse are still well above the LIB threshold. The prepulse at $-90$ ps, however, is very close to the threshold and the exact pulse duration is of relevance. Furthermore, the quantitative validity of the scaling of the laser contrast needs to be considered in detail.

Another detail that is not considered in the presented comparison between laser contrast and LIB thresholds is the separate treatment of short prepulses and the continuous pedestal. It is possible that a single short prepulse is not sufficient to trigger LIB on its own. However, as it excites a large amount of electrons to the conduction band, the subsequent continuously impacting light of the pedestal may drive efficient avalanche ionization and cause LIB shortly after the short prepulse.

The comparison of figure 3.16 and figure 3.15 shows that the discussed methodology of finding the onset of LIB from a laser-contrast measurement is not in conflict with the time-resolved optical-probing results. Consequently and with respect to the starting point of LIB, the presented absolute intensities and fluences in figure 3.15 do not overestimate the experimental settings significantly. In conclusion, the DRACO-PW laser with intrinsic-temporal contrast and a peak intensity of $6.4 \cdot 10^{21} \text{ W/cm}^2$ in interaction with the cryogenic hydrogen-jet target is expected to trigger LIB by a short prepulse at $-90$ ps delay. Because of the change of optical properties during LIB, the subsequent deposition mechanism of laser energy is changed from a volumetric to a localized deposition on the front side by inverse Bremsstrahlung. A start-to-end simulation of such an interaction should simulate target pre-expansion in a radiation-hydrodynamics framework starting from the $-90$ ps prepulse on. Looking ahead, we state that the simulation of future experiments will benefit from the implementation of an artificial short prepulse with an intensity well above a characterized LIB threshold in the experiment. This defines the starting point of the laser-plasma interaction and fosters comparability to the accompanying start-to-end simulations.

3.5. Dielectric breakdown induced by relativistic electrons

A hitherto not discussed aspect of the shadowgraphy measurements of the interactions of the PM-cleaned DRACO-PW laser and the hydrogen sheet-jet target in figure 3.10 is the large-scale dielectric breakdown, which is observed for delays greater than about $-0.4$ ps. Figures 3.17 (a) to (d) show exemplary shadowgrams that are captured by probe 515 nm and probe 1030 nm at a pump-laser-peak intensity of $2.2 \cdot 10^{21} \text{ W/cm}^2$. The field of view (FOV) of probe 1030 nm is larger than the FOV of probe 515 nm. While LIB is not observed in figure 3.17 (a), figure 3.17 (b) shows the regime of TRIC that applies to the sub-relativistic laser intensities of the leading edge. Figure 3.17 (c), however, shows the large-scale dielectric-breakdown patterns that are discussed in this section. The patterns feature a different contour than the confined TRIC-patters in figure 3.17 (b). Interestingly, for the shadowgram of probe 1030 nm in figure 3.17 (c), the area of dielectric breakdown is more pronounced above the laser-target-interaction point that is positioned in the center of the shadowgram. The direction corresponds to the closest distance to an electrical grounding, which is the source of the target. Figure 3.17 (d) shows that the target experiences dielectric breakdown on a large spatial scale after the laser peak impinged on the target.

The laser contrast in figure 3.11 shows that, from about $-0.4$ ps on, the picosecond pedestal transitions into the steep-rising edge, i.e., the intensities rapidly increase towards the ultra-relativistic
laser peak. As soon as the intensities in the focal spot surpass $\sim 10^{18} \text{W/cm}^2$, electrons are heated to relativistic velocities and the mean free-path length of the electrons increases accordingly (refer to ponderomotive scaling, eq. 2.5). The relativistic electrons traverse the target into all directions, induce return currents and charge-separation fields. Via collisional ionization and field ionization they induce dielectric breakdown of the surrounding target. Recently, Ref. [139] demonstrated a blackened target area with about 0.2 mm diameter of a water sheet-jet target by utilizing a peak intensity of only $5 \cdot 10^{18} \text{W/cm}^2$ (5 mJ pump energy, 40 fs pulse duration). The authors investigate the dynamics of the laser-heated electrons that transversally stream through the target and discuss their interaction with colder return currents. In our work, the intensity of $5 \cdot 10^{18} \text{W/cm}^2$ is surpassed already tens of femtoseconds before the pump-laser peak [211] and a much larger extent of the area with dielectric breakdown is expected to occur after the impact of the pump-laser peak. As the available FOV of the shadowgraphy diagnostic is limited, only a lower bound of the diameter of the blackened target area of 0.39 mm can be given here (figure 3.17 (d)).

The spatially varying opacity of the blackened areas in figure 3.17 (c) is caused by differences in the local conduction-band electron density close to the critical plasma density of the probe wavelength $n_{515 \text{nm}} = 4.2 \cdot 10^{21} \text{cm}^{-3}$. In contrast, shadowgrams that are captured very close to or later than zero delay (figure 3.17 (d)) show a high opacity within the whole FOV. For probe 515 nm, the FOV corresponds to an area with a diameter about 40 times larger than the FWHM of the focal spot. Here, the amount of quasi-free electrons equals or is above $n_{515 \text{nm}}$, i.e., the ionization degree of the target is above $\sim 8\% = n_{515 \text{nm}}/n_{c \text{jet}}$. Probe 1030 nm shows the high opacity within an area greater than 0.39 mm. The ionization degree of the target within this area is above 2% accordingly. This experimental observation can be used as a boundary condition for initial condition in calculations and simulations that model physical process, which are associated to electron conductivity outside the region of the high-intensity laser peak, e.g., magnetic-field generation by return currents [93], electromagnetic pulse (EMP) generation [44] and Terahertz generation [115] by high-intensity lasers.

In general, the growth rate of the area undergoing dielectric breakdown possibly includes information on the number and kinetic energy of the laser-heated electrons. Comparing the size of the area that features dielectric breakdown with the corresponding pump-probe delays, a spatial growth rate of about the speed of light is found. Unfortunately, the available data of the discussed experiment is too limited to yield more quantitative information. To nevertheless explain the principle concept of such a measurement, the following paragraph demonstrates similar results of an experiment at lower peak intensity and different laser-contrast settings.

Figure 3.18 shows shadowgraphy results (probe 515 nm) of an interaction of a planar hydrogen sheet-jet target (details on the target in Ref. [47]) with the DRACO-PW laser at a peak intensity of $4 \cdot 10^{19} \text{W/cm}^2$, a laser energy of 0.5 J and intrinsic laser contrast. The arrival time of the pump-
laser peak is not explicitly measured for this specific experiment. Because of the low peak-intensity level, short prepulses in the relativistic regime can be excluded by laser contrast measurements. In consequence, the laser peak is presumed to impact the target to a pump-probe delay for which the first large-scale pattern of dielectric breakdown is observed (0 ps in figure 3.18). The two shadowgrams on the left side of figure 3.18 demonstrate that the starting point of LIB is located between $-4.05$ ps and $-3.77$ ps. Up to 0 ps, TRIC patterns like in the shadowgrams captured at $-3.77$ ps and $-0.05$ ps are observed. The graph on the top of figure 3.18 shows that the vertical diameter of the area with dielectric breakdown slowly increases towards the laser peak, which is expected following TRIC. Starting from $-0.02$ ps on, a large-scale area of dielectric breakdown is observed, most likely because of the generation of relativistic electrons and the subsequent ionization of the surrounding matter (as described above). The opacity as well as the vertical maximum and minimum diameter of the area increase with increased delay until the whole target experienced dielectric breakdown at 1.09 ps (limited by FOV). The growth of the vertical diameter is depicted in the red-framed inset of the graph in figure 3.18. Between $-0.05$ ps and 0.84 ps the average radial-growth rate is calculated to $2 \cdot 10^8$ m/s, i.e., 66% of the speed of light.
In summary, this chapter reports on the time-resolved observation of transient laser-induced breakdown (LIB) of dielectric hydrogen sheet-jet targets during the leading edge of high-contrast Petawatt-class laser pulses with peak intensities between \(0.6 \cdot 10^{21} \text{ W/cm}^2\) and \(5.7 \cdot 10^{21} \text{ W/cm}^2\). By switching from the lowest to the highest peak intensity, a shift of the starting point of LIB from the foot of the steep-rising edge into the picosecond pedestal of the leading edge occurs. The temporal shift is attributed to an increased absolute-intensity level in the picosecond pedestal, which lowers the applicable threshold intensity of LIB well below the appearance intensity \(I_{\text{app}}\) of barrier-suppression ionization. The observation clearly demonstrates that the laser-pulse-duration dependence of LIB and LIDT affect the starting point of LIB in high-intensity laser-solid experiments.

To generalize the observation to other laser-target systems, we present an approach to infer the starting point of LIB from laser-contrast measurements compared to a characterization study of target-specific thresholds of LIB at low laser intensity.

The pulse-duration dependence of LIB and its coupling to the leading-edge-intensity evolution requires careful consideration of the target-specific breakdown thresholds to determine the correct starting point for modeling target pre-expansion in start-to-end simulations of high-intensity laser-solid interactions.
4. Plasma expansion dynamics

The starting point of target pre-expansion is given by the laser-induced breakdown (LIB) of the solid target. Although this starting point is well defined, modeling of the residual laser-target interaction with a single simulation tool is still challenging. This is because of the variety of target-heating mechanisms for the different laser intensities of the leading edge. From the initially localized energy deposition (collisional and resonance absorption), the interaction becomes more volumetric by the generation of fast electrons as the leading-edge intensities rise above the relativistic limit of about \(10^{18} \text{ W/cm}^2\). The fast electrons deposit their energy in the target bulk and drive collisional processes either directly or via return currents. For intensities well above the relativistic limit and close to the peak intensity of petawatt-class lasers, particle motion is highly kinetic, i.e., non-collisional.

Today, the kinetic regime of relativistic laser-plasma interactions is captured by particle-in-cell (PIC) simulation tools. For the leading-edge-driven target pre-expansion, most often radiation-hydrodynamics simulations are used. For a comprehensive summary of the state-of-the-art of corresponding start-to-end simulations of high-intensity laser-solid interactions refer to section 2.1.3.

A possible approach to bridge or benchmark the simulation of the leading-edge-driven target pre-expansion is the utilization of time-resolved optical diagnostics. In the following, plasma expansion dynamics that occur in laser-solid interactions with peak intensities of up to \(5.4 \cdot 10^{21} \text{ W/cm}^2\) are investigated by time-resolved optical shadowgraphy. Section 4.1 derives the amount of target pre-expansion from the experimental data to use it as a starting condition of a PIC simulation of the interaction between the plasma and the ultra-relativistic pump-laser peak. In section 4.2, the experimental observations subsequent to the laser-peak arrival on target are compared to the simulated plasma-expansion dynamics by post-processing the PIC-simulation results with ray-tracing simulations. The speeds of the simulated and measured plasma expansion are compared and the role of relativistically induced transparency (RIT) to the measured volumetric transparency of the target at \(1.4 \text{ ps}\) after the laser peak is investigated.

Most of the presented results are published in Ref. Bernert et al. [24].

4.1. Target pre-expansion by the leading edge

Figure 4.1 presents a collection of shadowgrams of probe 515 nm, which show the interaction of the DRACO-PW laser with a peak intensity of \(5.4 \cdot 10^{21} \text{ W/cm}^2\) and PM-cleaned laser contrast with the cylindrical cryogenic hydrogen-jet target. The respective pump-probe delays are given in the lower-right corner of each shadowgram. Figure 4.1 (a) shows pump-probe delays before the pump-laser peak and figure 4.1 (b) shows pump-probe delays after the pump-laser peak. The generally visible features of each shadowgram are explained in the legend on the left side of figure 4.1 (a). Residual plasma self-emission occurs occasionally and it is limited to a small spot. For better visualization of the onset of LIB and the subsequent plasma dynamics, the colorscales are different in figures 4.1 (a) and (b) (continuity is given at \(-0.2 \text{ ps}\)).

For all shadowgrams that are captured earlier than \(-1.8 \text{ ps}\), the hydrogen target is transparent throughout the whole field of view (see transmitted probe light along the entire target). The target acts like a cylindrical lens and rays that are close to the edge of the target get refracted outside the objective (details in section 2.2.2). Except for the residual plasma self-emission at the pump-laser-target interaction point, the shadowgrams are equivalent to images for which no pump laser is interacting with the target (e.g. figure 2.14 (a2) in section 2.2.2). For \(-1.6 \text{ ps}\) delay, the target shows a small darkened volume at the position where the pump-laser peak is focused on the target. The spatial extent of the darkened volume grows with increased pump-probe delay. For a better visualization, the dark volume is highlighted by two horizontal white bars in all shadowgrams between \(-1.6 \text{ ps}\) and \(-0.2 \text{ ps}\). The darkening indicates target regions that feature dielectric breakdown. From the data alone it cannot
be distinguished whether dielectric breakdown is present on the cylindrical surface only or also in the target bulk. Because of the probing angle (see icon in the legend of figure 4.1 (a)), it is possible that the front side of the target shows LIB even earlier than it is observable in this geometry. The time-dependent increase of opaque target volume is identified as an interplay between two sources. First, the spatial extent of the pump-laser focus in combination with the temporally rising intensity on target (refer to section 3.3.2) and, second, by the dissipation of hot electrons from the center of the interaction as soon as the pump-laser intensity becomes relativistic (refer to section 3.5). To disentangle the direct optical- and electron-driven contributions to dielectric breakdown, the hydrogen sheet-jet constitutes a more feasible target testbed. The corresponding results are presented in chapter 3. The following subsection 4.1.1 is intended to shed light on the relevance of the target geometry to the onset of LIB in high-intensity laser-solid interactions, in specific for the cylindrical hydrogen-jet target. Subsequently, subsection 4.1.2 estimates the target-density distribution from the shadowgraphy measurement at $-0.2 \text{ ps}$ delay as a starting condition for a PIC simulation of the ultra-relativistic interaction.

## 4.1.1. LIB of the cylindrical hydrogen-jet target

The influence of the cylindrical target shape on the generation of LIB is investigated as part of a detailed characterization study of the laser-induced plasma dynamics at sub-relativistic laser intensities in Appendix G. The relevant results about LIB are displayed in figure 4.2. In figure 4.2 (a), the target is pumped by a $28.5 \text{ fs}$ laser pulse at four different peak intensities $I_p$. The shadowgrams are recorded by a $258 \text{ nm}$ backlighter in a $90^\circ$ geometry at $20 \text{ ps}$ (left row) and $1.206 \text{ ns}$ (right row) delay after the pump pulse. For $3.5 \cdot 10^{14} \text{ W/cm}^2$ and $20 \text{ ps}$ delay, the front side of the target shows a blackened area (white arrow). For $1.4 \cdot 10^{14} \text{ W/cm}^2$ and $20 \text{ ps}$ delay, however, the blackened area is visible on the rear side of the target only (white arrow). For $7.1 \cdot 10^{13} \text{ W/cm}^2$ and $3.5 \cdot 10^{13} \text{ W/cm}^2$ and $20 \text{ ps}$ delay, the target features no blackened areas. The pump-probe delay of $1.206 \text{ ns}$ shows, whether the solid structure of the target was altered by the pump laser or not. If so, the target is dispersed by fluid-dynamic motion after the phase transition. For the intensities above $10^{14} \text{ W/cm}^2$ and independent on the front- or rear-side position of the blackened target area, the target is dispersed volumetrically (between the two white bars). For $7.1 \cdot 10^{13} \text{ W/cm}^2$, the rear side of the target undergoes a stronger expansion than the front side and produces a highly asymmetric target shape at $1.206 \text{ ns}$. Although no blackened target area is observed at $20 \text{ ps}$ delay, the absorbed laser energy is high enough to induce the phase transition from the solid to the fluid state. The observation is explained by the three-times shorter probe wavelength compared to the pump wavelength. Assuming that the electron density in the conduction band at the rear side of the target constitutes a critical-density surface for the pump light
Figure 4.2.: Characterization study of the laser-induced breakdown of the cylindrical hydrogen-jet target for different laser-peak intensities $I_p$ of (a) 28.5 fs pulses and (b) 12.6 ps pulses. The backlighter wavelength is 258 nm, the spatial resolution is better than 0.5 μm and the pump-probe geometry is 90°. More details on the specific setup and the characterization study can be found in Appendix G. (c) Top view of a ray-tracing simulation with an idealized cylindrical hydrogen-jet target. (d) Figure copied from [15]: Normalized intensity distribution $I/I_0$ at the rear side of the target (dotted line in fig. (c)).
during the interaction, a release of the solid bonds and an expansion into vacuum on long timescales is generated. For the 258 nm probe, however, an electron density of \( n_e^{258 \text{ nm}} \) is just \( \sim 1/9 \) of the critical density \( n_c^{258 \text{ nm}} \), i.e., just a disturbance of the local refractive index. The probe light propagation is consequently not altered much and no blackened target area is observed. Furthermore, recombination between 0 ps and 20 ps may already be relevant. For \( 3.5 \times 10^{13} \text{ W/cm}^2 \), no modifications of the target are observed on all timescales.

From the measurement of the LIB thresholds of the hydrogen sheet-jet target in section 3.1.2, a LIB threshold of \( I_{th}(28.5 \text{ fs}) = (1.1 \pm 0.2) \times 10^{14} \text{ W/cm}^2 \) is derived. The value agrees with the observation of a blackened target and a dispersion of the target volume on long timescales for \( 1.4 \cdot 10^{14} \text{ W/cm}^2 \) and \( 3.5 \cdot 10^{14} \text{ W/cm}^2 \). The intensity \( 7.1 \cdot 10^{13} \text{ W/cm}^2 \) is well below the LIB threshold and the dispersion of the target on long timescales can be attributed to a refocusing effect of the light inside the target by the cylindrical geometry. The effect is illustrated in figure 4.2 (c) and quantified in figure 4.2 (d), which is copied from a master-thesis project, see Ref. [15]. The cross-section of the target acts like a cylindrical lens to the pump light and increases the intensity on the target-rear side at least to 130% above the nominal intensity. Close to the rim of the target, the intensity increases above 200% of the nominal intensity. As a lower bound, the calculation \( 130\% \times 7.1 \cdot 10^{13} \text{ W/cm}^2 \) yields \( 9.2 \cdot 10^{13} \text{ W/cm}^2 \), which is already in the one sigma error margin of \( I_{th}(28.5 \text{ fs}) \). The focusing effect inside the target explains the observation of a stronger hydrodynamic expansion on the target-rear side at \( 7.1 \cdot 10^{13} \text{ W/cm}^2 \) peak intensity and 1.206 ns delay. Furthermore, the argumentation explains the observation of a blackened target area only on the rear side of the target for a peak intensity of \( 1.4 \cdot 10^{14} \text{ W/cm}^2 \) and 20 ps delay. For \( 3.5 \cdot 10^{14} \text{ W/cm}^2 \) peak intensity, however, the shadowgram at 20 ps demonstrates that an intensity above \( I_{th} \) initializes LIB on the target-front side and by this causes a shielding of the residual target bulk from trailing pump-light laser. Consequently, the target bulk experiences less excitation of electrons to the conduction band on the target rear side. The nevertheless arising volumetric dispersion of the target on long timescales with a much higher spatial extend than the blackened target area at 20 ps is either caused by the difference in pump- and probe-laser wavelength or by the energy transport via electrons, holes and phonons through the target bulk. Both arguments should also explain the observation at \( 1.4 \cdot 10^{14} \text{ W/cm}^2 \), for which the blackened target area occurs on the target rear side only, i.e., the conduction-band electron density is higher on the target rear side, and still, the phase transition occurs throughout the whole target bulk.

To experimentally investigate the refocusing effect of the cylindrical target for longer pulse durations, i.e., in reference to the multiple-picosecond-long leading edge of the laser pulse with a peak intensity of \( 5.4 \cdot 10^{21} \text{ W/cm}^2 \), figure 4.2 (b) shows a similar study of LIB that is conducted with a pump laser of 12.6 ps pulse duration. In this case, LIB is observed at \( 2.5 \cdot 10^{12} \text{ W/cm}^2 \) peak intensity and no disturbance of the target is observed at \( 1.3 \cdot 10^{12} \text{ W/cm}^2 \). The values agree to the LIB measurements in section 3.1.2, for which an interpolation of the measured data yields \( I_{th}(12.6 \text{ ps}) = 1.4^{+0.4}_{-0.8} \times 10^{12} \text{ W/cm}^2 \). For \( 2.5 \cdot 10^{12} \text{ W/cm}^2 \) and 10 ps delay, close to the end of the 12.6 ps-long pump pulse, the refocusing of the pump light in the cylindrical target is clearly visible from the greater extend of the blackened target area on the rear side compared to the front side of the target (white arrow). The peak of the pump laser is sufficient to induce LIB on the front side of the target, while the outer parts of the pump-laser focal spot get refocused inside the target and cause LIB only on the rear side. Taking into account the lower bound of 130% intensity increase at the rear side of the target by the cylindrical shape, the actual peak intensity of the \( 1.3 \cdot 10^{12} \text{ W/cm}^2 \) setting is at least \( 1.7 \cdot 10^{12} \text{ W/cm}^2 \) on the target-rear side. As no disturbance of the target is observed in this setting, the comparison to \( I_{th}(12.6 \text{ ps}) \) suggests an actual threshold intensity of LIB of a 12.6 ps pulse that is slightly higher than the fitted scaling. This is in agreement to other LIB measurements of dielectrics in references [202] and [190], in which the authors show that, for pulse durations \( \tau \) in the regime of several tens of picoseconds, the power-law scaling of LIB in the femtosecond and picosecond regime transitions to the \( \sqrt{\tau} \) scaling of the nanosecond regime. Referring to the observation of LIB of the cylindrical hydrogen target at a peak intensity of \( 5.4 \cdot 10^{21} \text{ W/cm}^2 \) and \( -1.6 \text{ ps delay (fig. 4.1 (a))} \), the occurrence of residual plasma self-emission, the spatial-resolution limit of 1.5µm and the probing angle of 134° to the pump laser complicate a detailed analysis of the starting point of LIB in this experiment. The cylindrical target geometry implies corrections to the threshold intensity of LIB between about 130% and 200% of the nominal
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4.1.2. Estimating target pre-expansion

As introduced in the beginning of the chapter, the recorded time-resolved shadowgraphy data at a pump-laser-peak intensity of $5.4 \cdot 10^{21}$ W/cm$^2$ can be used to bridge a simulation of the leading-edge-driven target pre-expansion by providing reasonable initial conditions for a PIC simulation of the ultra-relativistic laser-target interaction. For pump-probe delays between $-1.6$ ps and $-0.7$ ps, the shadowgrams in figure 4.1 (a) show no deviation of the shadow diameter from the cold target diameter of 5 µm (diameter at the source). For $-0.2$ ps delay (fig. 4.1 (a), right side) the target features LIB throughout the whole field of view (0.1 mm × 0.1 mm). The target shape is generally unchanged and small-scale changes are partially masked by plasma self-emission. The shadow diameter at $-0.2$ ps delay is measured to be between 5.77 µm and 6.52 µm. As there is no target pre-expansion observed at $-0.7$ ps and only little target pre-expansion at $-0.2$ ps, the target-density distribution at $-0.2$ ps is expected to be similar to the box-like cold-target-density distribution. For convenience, the amount of pre-expansion is modeled by a short exponential scale-length on the plasma surface, as it is often done in similar experiments (compare section 2.1.3). To find the best-fitting scalelength, ray-tracing simulations of a plasma cylinder with 5 µm diameter and various surface scalelength are conducted. The simulated shadow diameters in the image plane of the virtual microscopy system of probe 515 nm are given in figure 4.3. Given the experimentally measured shadow diameter at $-0.2$ ps pump-probe delay, the best-fitting scalelength is between 0.06 µm and 0.13 µm.

4.2. Plasma expansion after the laser peak

4.2.1. Experimental findings

Figure 4.1 (b) shows the plasma expansion of the target between $-0.2$ ps and 4.8 ps. Prominent plasma dynamics are observed between 0.3 ps and 0.8 ps. For later pump-probe-delays (> 1.4 ps), the shadow of the plasma shows a more symmetric shape and the probe laser is able to penetrate the entire central volume of the plasma, i.e., the target is fully transparent. Three characteristic transient target states are identified, each in a different time domain. Close-ups of representative shadowgrams are depicted in figures 4.4 (a), (b) and (c). Figure 4.4 (a) represents the ionization process and target pre-expansion by the leading edge of the pump laser, figure 4.4 (b) shows the fast expansion of the target after the pump-laser peak and figure 4.4 (c) shows the full transparency of the target. As sketched in figure 4.4 (b), a front- and a rear-side shadowradius can be measured from each shadowgram. The central axis of the target is determined by the undisturbed
Figure 4.4.: Figure copied from Bernert et al. [24]. Close-up of three shadowgraphy images, each representative for one of the three characteristic transient target states: (a) ionization and target pre-expansion by the leading edge of the pump laser; (b) rapid plasma expansion after the pump-laser peak; (c) full transparency of the target after single picoseconds. The colorscale is consistent in all images. (d) Ray tracing of the PIC-simulation results: The gray colorscale shows a top-view slice of the electron density divided by the relativistic gamma factor $n_e/\gamma$ at 360 fs after the pump-laser peak. The refractive index is calculated by formula 4.1 and inserted into the object plane of an imaging setup in Zemax with similar imaging properties like the experimental setup. The bending of the probe rays in the object plane is visualized by the green lines. The simulated front-side and rear-side shadow radii are retrieved in the image plane and presented together with a horizontal lineout of $n_e/\gamma$. The spatial scale of the lineout and the top-view slice are equivalent. (e) Evolution of the shadow radii for different pump-probe delays in the experiment (crosses) and ray tracing of the PIC-simulation results (circles, brackets indicate the occurrence of transmitted light within the shadow). (f) Temporal evolution of $n_e$, $\gamma$ and $n_e/\gamma$ from the PIC simulation, averaged over the initial target bulk (2.5 $\mu$m radius and 1 $\mu$m along the target axis).
out the parts of the interaction. While the shadow on the front side shows prominent spikes, the shadow on the rear side is spatially more homogeneous. Thus, the measured rear-side radius reflects the expansion of the plasma bulk, whereas the front-side radius shows the extent of the largest observed spike. In figure 4.4 (e), the front-side and rear-side radii are plotted by blue and orange crosses versus pump-probe delay. The spatial errorbars originate from the limited spatial resolution, the reduced observational accuracy by occasional plasma emission or a faint transition of the shadow into the signal level of the probe illumination. The arrival of the pump-laser peak causes a rapid growth of the shadow radii, with the front-side radius increasing to higher values than the rear-side radius. The maximum velocity of the shadow expansion is consequently observed on the front side and a linear fit gives $(2.3 \pm 0.4) \cdot 10^7 \text{m/s}$ (dashed-blue line) between 0 ps and 0.4 ps. Subsequently, the growth of the shadow radii first stagnates and then reverses until full transparency of the target is reached at 1.4 ps. The ultra-fast plasma expansion occurs on a timescale close to the probe-laser pulse duration and motional blurring of the individual shadowgrams is expected.

4.2.2. Plasma expansion into vacuum versus relativistically induced transparency

To compare the experimental observation to the theoretically expected plasma-expansion dynamics and to get more insight to the role of relativistically induced transparency (RIT) to the observed full transparency of the target at 1.4 ps delay, a three-dimensional PIC simulation is conducted via PIConGPU [35, 36] version 0.4.3. The implementation and conduction of the PIC simulation is part of a different thesis project [79] and details about the simulation are presented in Appendix E. For the PIC simulation, the target is initialized as a fully ionized plasma cylinder with a density of solid hydrogen and a diameter of 5 μm. An additional exponential surface scalelength of 100 nm is chosen to fit the experimentally determined pre-expansion at $-0.2 \text{ps}$ delay (refer section 4.1.2). The time window of the simulation starts at $-110 \text{fs}$ and stops at 1440 fs after the pump-laser peak reaches the target center. Because of the mass ratio of protons and electrons, light transparency of plasmas is governed by the interaction with electrons. For relativistic laser plasmas, the high velocity of electrons can be considered as a mass increase quantified by the relativistic gamma factor $\gamma$ [124]. Therefore, a top-view slice of the electron density $n_e$ divided by the local mean of $\gamma$ from the PIC simulation is shown in gray colorscale in figure 4.4 (d). Because the experimentally measured shadow expansion is maximized at 0.4 ps, the top-view slice shows $n_e/\gamma$ at 360 fs. It is retrieved by averaging the particles in the three-dimensional simulation box within 1 μm along the target axis and in the plane of the pump-laser maximum. The pump-probe geometry is indicated by the red and green arrow. A lineout of the density $n_e/\gamma$ along the central-horizontal axis of the top-view slice is shown at the bottom. The values of the lineout are averaged over 1 μm along the vertical axis of the top view.

To compare the PIC simulation to the experiment, the shadowgram formation for a given particle-density distribution needs to be modeled. For this, a dispersion relation of the plasma is required. The refractive index $\tilde{n}$ is commonly calculated from $n_e/\gamma$ via the formula [124]

$$\tilde{n} = \sqrt{1 - \frac{n_e}{\gamma \cdot n_c}} \quad (4.1)$$

with $n_c$ being the critical density of the probe wavelength. The spatial distribution of the refractive index is inserted into the object plane of a virtual imaging setup in Zemax (Zemax 13 Release 2 SP6 Professional (64-bit)) with similar imaging properties like the experimental setup. The bending of the probe rays penetrating the strongly refracting plasma distribution is shown as green lines together with the top-view slice in figure 4.4 (d). The ray tracing allows to retrieve simulated front-side and rear-side shadowradii in the image plane. For the simulated particle density at 360 fs, the retrieved shadowradii are indicated by horizontal arrows in the lineout at the bottom of the figure. Only probe rays that are captured by the numerical aperture of the objective contribute to the shadowgram formation. They propagate the plasma in a way that they do not penetrate densities higher than $0.1 n_c$. This illustrates that the formation of the shadow is governed by refraction on the density gradients of the plasma and that the dispersive properties of the plasma are of specific importance here. The simulated front-side and rear-side shadowradii at $-110 \text{fs}$, 360 fs, 720 fs, 960 fs and 1440 fs delay...
are plotted together with the experimental data as circular markers in figure 4.4 (e). Comparing the simulated front-side and rear-side radius at 360 fs with the experimental data, the rear-side shadowradius is well matched by the simulation. However, the radius on the front side is underestimated. A possible reason could be the difference in spatial shape of the shadowgrams on the front and on the rear side in the experiment. While the front side shows a more structured contour of the shadow with several spikes and the front radii reflect the extend of the largest spike, the rear-side radii are measured from a spatially more homogeneous expansion. For the ray tracing, a spatial average of the particle density in the PIC simulation (top-view slice in fig. 4.4 (d)) is used to calculate the refractive-index distribution. It follows that the simulated shadow radii represent the expansion of the target bulk rather than small-scale structures. This explains the better congruence of experiment and simulation results for the rear-side radius. The simulated front-side radius at 360 fs reasonably compares to the experimental observation, if the spikes in the experimental shadowgram would be neglected.

More insight to plasma dynamics at times between −110 fs and ∼360 fs requires a detailed investigation of the simulation results. Because of the comparably long pulse duration of the probe laser, these timescales are at the limit of the experimental capabilities of the current setup. Furthermore, and as described below, the interpretation of the corresponding PIC-simulation results requires a careful treatment of the dispersion relation of the plasma. The pump laser induces a high non-equilibrium state of the plasma, in which the local proton and electron density differ significantly. This is visualized in a 45° slice and a top-view slice of the particles in the three-dimensional simulation box at 120 fs delay in figure 4.5 (a). The green contour lines directly show local quantitative differences of the proton density \( n_p \) and electron density \( n_e \). The initial target bulk with 5 µm diameter is marked by gray circles in all top-view slices. An asymmetric expansion of the “front” and “rear” side of the plasma is visible in the 45° slice. During the laser-target interaction, the laser heats electrons to relativistic velocities and the local relativistic gamma factor \( \gamma \) of these electrons is much higher than unity. This is apparent by viewing the difference between the electron-density slice and the electron-density-over-gamma slice.

The laser-heated hot electrons induce strong charge-separation fields and dominate the physics of the plasma system on the timescale of the pump-laser pulse up to about 360 fs. The hot electrons initiate the subsequently dominating plasma expansion into vacuum. Line-outs of \( n_p \), \( n_e \) and \( n_e/\gamma \) at different simulation-time steps demonstrate the dynamics in figure 4.5 (b) quantitatively. The lineouts at 0 fs, 40 fs and 80 fs delay show that electrons rapidly leave the initial target bulk. The ratio of \( n_e \) (orange) and \( n_e/\gamma \) (green) resembles the high velocities, i.e., a high gamma factor. At 160 fs, the gamma factor decreases along the overall lineout and converges to unity at times later than 360 fs, i.e., \( n_e \approx n_e/\gamma \).

The protons (blue), however, react more slowly and remain at rest during the laser-target interaction (compare −110 fs and 0 fs). At 40 fs, the Debye-sheath of electrons already triggered a movement of the protons and a proton-density front with a sharp cutoff is occurring on the left and on the right side of the initial target bulk. For the lineouts at later times, both cutoffs follow the evolution of the hot electrons into vacuum until they leave the simulation box at about 360 fs.

In general, the lineouts show the spatial anisotropy of the electron and proton densities up to about 360 fs. Furthermore, a high temporal variation of the proton current is initialized during the first 100 fs after the pump-laser peak. All of these observations violate the approximations that are required for the derivation of the usual dispersion relation of equation 4.1. For clarity, a detailed derivation of the dispersion relation is given in Appendix F. It follows that for the timescales between 0 ps and about 360 fs, the usage of formula 4.1 is questionable. The interpretation of corresponding optical-probing data requires a more rigorous treatment via a dedicated solution of the plasma waveequation. However, a more convenient future approach can be the propagation of the probe light within the PIC simulation, for which Maxwell’s equations are solved explicitly.

Because of the comparably long pulse duration of the probe laser of 160 fs and the challenging interpretation of small-scale structures especially at timescales close to the pump-laser peak, we limited the comparison between simulation and experiment to the time steps −110 fs, 360 fs, 720 fs, 960 and 1440 fs, for which \( n_e \), \( n_e/\gamma \) and \( n_p \) are spatially nearly equally distributed.
Figure 4.5.: PIC-simulation results: (a) Proton density $n_p$, electron density $n_e$ and electron density over gamma $n_e/\gamma$ at 120 fs after the pump-laser peak. The upper line shows the 45° slice through the three-dimensional simulation and the lower line shows the top-view slice in the plane of the pump-laser maximum. All slices are averaged over 1 µm into the displayed direction. (b) Lineouts of $n_p$ (blue), $n_e$ (orange) and $n_e/\gamma$ (green) for different delays. The position of the lineout is given in the 45° slice on the right side of figure (a).
A clear experimental observation is the full transparency of the target at 1.4 ps. Although plasma self-emission masks central regions of the shadowgram and the temporal resolution of the time-delay scan is 175 fs, the penetration of probe light through central regions of the target demonstrates that \( n_e/\gamma \) dropped to values lower than \( n_e \) along the complete path of propagation. The PIC simulation can be used as a guide to disentangle the contributions of RIT and the density reduction by plasma expansion into vacuum. Figure 4.4 (f) shows the temporal evolution of \( n_e \) (orange), \( \gamma \) (blue) and \( n_e/\gamma \) (green). All quantities are volumetric averages over the initial target bulk of 5 \( \mu \)m diameter and 1 \( \mu \)m along the target axis. The evolution of \( \gamma \) shows that significant reduction of \( n_e/\gamma \) by RIT is mainly present in the first 200 fs after the pump-laser peak. The fast increase of \( \gamma \) lowers the average \( n_e/\gamma \) down to about 3 \( n_e \) at 40 fs. It follows that, for the discussed target geometry, material and pump-laser intensity, the laser heating of electrons is not sufficient to induce full transparency of the target by RIT right after the pump-laser pulse.

For timescales greater 200 fs, \( \gamma \) converges towards unity and \( n_e/\gamma \) converges to \( n_e \). The evolution of \( n_e \) shows the effect of density reduction by plasma expansion into the surrounding vacuum. As expected, \( n_e \) drops over time. At 1070 fs, \( n_e \) falls below \( n_e \) and at 1440 fs \( n_e \) has reached 0.64 \( n_e \). Although the entire target shows undercritical densities at this time, the gradients of the refractive index are still high and a shadowgram with sharp edges is retrieved by ray tracing (see simulated radii at 1.44 ps in figure 4.4 (e)). The majority of rays close to the central axis is refracted to angles larger than the opening angle of the objective. However, in contrast to the simulated shadowgrams at earlier times, a low amount of transmitted light on the percent level is observed close to the central axis, indicating the onset of transparency of the target. Because of the observation of transmitted light in the ray-tracing simulation, figure 4.4 (e) presents the simulated shadow radii at 1.44 ps delay in brackets. Note that especially at these long timescales the absorbing boundary conditions of the PIC simulation can influence the temporal evolution of the plasma expansion. Electrons with \( n_e > 10^{-3} n_e \) and protons with \( n_p > 10^{-3} n_e \) reach the boundaries of the simulation box already at 60 fs and 360 fs, respectively.

A possible future improvement of the simulation approach can be a modeling of the plasma expansion subsequent to the laser heating and thermalization of electrons by a two-temperature hydrodynamics simulation with an interconnection point to the PIC simulation subsequent to the pump-laser peak. In conclusion, the temporal evolution of \( n_e \) and \( \gamma \) in the PIC simulation indicate that the experimentally observed full transparency of the target at 1.4 ps is not caused by RIT, but results from the reduction of the bulk-plasma density by plasma expansion into vacuum.
In summary, this chapter demonstrates the application of off-harmonic optical probing to interactions of Petawatt-class high-intensity-laser pulses and the cylindrical hydrogen-jet target. The concept allows to make hitherto impossible observations of the plasma evolution at a pump-laser-peak intensity of $5.4 \cdot 10^{21}$ W/cm$^2$. Three successive characteristic target states are identified: LIB of a volumetric target together with target pre-expansion by the leading edge of the pump laser, the rapid plasma expansion subsequent to the pump-laser peak and full transparency of the target in the single-picosecond timeframe. The measurement of target pre-expansion at $(−0.2 \pm 0.1)$ ps delay allows to restrict the surface scalelength of the plasma density to between 0.06 μm and 0.13 μm. This provides realistic initial conditions for a three-dimensional PIC simulation of the ultra-relativistic laser-plasma interaction. A quantitative comparison to the experimentally observed rapid plasma expansion with speeds of up to $(2.3 \pm 0.4) \cdot 10^7$ m/s is enabled by post-processing the particle-density distribution of the PIC simulation by ray-tracing simulations. Full transparency of the target is measured at $(1.4 \pm 0.1)$ ps delay. The PIC simulation suggests that the observation is caused by plasma expansion into vacuum and the contribution of relativistically induced transparency is negligible.
5. Controlled all-optical target-density tailoring

For laser-driven ion-acceleration, the target-density distribution to the arrival of the pump-laser peak is decisive for the ultra-relativistic laser-target interaction. Different particle-acceleration mechanism occur for different target densities and especially densities in the nearcritical-density regime promise superb ion-acceleration performance [81], but are rarely explored in experiments. Active and controlled manipulation of the target’s plasma density, i.e., an artificial target-density tailoring, is desired to decide on the laser-target-interaction mode and to tune the parameters of the accelerated ion beam. A general overview of the relation between the target density and the mechanism of laser-ion acceleration is given in section 2.1.2.

Several targetry concepts utilize preshaped or layered targets, e.g., reduced-mass targets, cone targets and foam targets [48, 124, 162]. They are manufactured with a specific design before insertion to the experimental chamber. For a high flexibility, however, a target manipulation that provides a variety of different target-density distributions from a single target platform within the experimental chamber is attractive. Furthermore, easy alignment, low production cost and the capability of high-repetition-rate operation are desired to ultimately deliver application-relevant laser-accelerated particle beams from optimized target systems [183].

A convenient way to approach this objective is controlled all-optical target-density tailoring via heater beams that artificially pre-expand the target before the arrival of the particle-accelerating ultra-relativistic laser pulse, see Ref. [143] and Rehwald et al. [168]. Because of the accessibility with respect to experimental diagnostics and the high-repetition-rate operation, the cylindrical hydrogen jet constitutes a superior target platform to investigate the prospects of all-optical target-density tailoring. Furthermore, the initially low density of only \(30 \times 10^2 \text{n}_\text{cm}^2\) fosters a pre-expansion of the target to the nearcritical-density regime and is thus perfectly suited to explore enhanced laser-proton-acceleration mechanisms in experiments and accompanying simulations.

To ensure a target-density manipulation via the optical heater beam only, target pre-expansion by the leading edge of the ultra-relativistic laser pulse is desired to be small. For the PM-cleaned leading edge of the DRACO-PW laser with \(5.4 \times 10^{21} \text{W/cm}^2\) peak intensity on target, first laser-induced breakdown of the hydrogen-jet target occurs between \(-3.9 \text{ps}\) and \(-2.7 \text{ps}\) before the laser peak (see section 3.2). For the cylindrical jet target, no target pre-expansion is observed at \(-0.7 \text{ps}\) delay and the surface gradient of the plasma density at \(-0.2 \text{ps}\) delay is determined to feature a minor exponential scalelength between 0.06 \(\mu\text{m}\) and 0.13 \(\mu\text{m}\) (see section 4.1.2). It follows that heater beams at a delay earlier than \(-4 \text{ps}\) interact with the unperturbed target and target-density modifications that exceed a plasma-density surface scalelength of 0.13 \(\mu\text{m}\) dominate over the influence of the leading edge of DRACO PW.

The chapter is structured as follows. Sections 5.1.1 and 5.1.2 present the concept and experimental results of target-density tailoring via ultra-short relativistic laser pulses. Section 5.1.3 determines the full evolution of the target-density distribution by a hybrid of hydrodynamics simulations and ray-tracing simulations, which is a contribution to Ref. Rehwald et al. [168]. As already mentioned in the introductory section 2.2.5 about the recent achievements of the overarching project on laser-driven proton acceleration at HZDR, the tunability of the target’s density distribution is used to switch between different proton-acceleration mechanisms in an experiment at DRACO PW. Section 5.1.4 explains the relevance of the here presented data of target-density tailoring to the experiment in detail. Section 5.2 presents the concept of utilizing the presented experiments of all-optical target-density tailoring as a testbed platform to experimentally benchmark PIC simulations in the collisional regime of laser intensities between \(10^{16} \text{W/cm}^2\) and \(10^{19} \text{W/cm}^2\), which is one of the two limiting intensity regimes that require further investigation to improve start-to-end simulations of high-intensity laser-solid interactions in the future. The realization of the concept for the case of a laser with a dimensionless vector...
Figure 5.1.: Concept of all-optical target-density tailoring via relativistic ultra-short laser pulses: (1) A laser with $\sim 10^{18}$ W/cm$^2$ heats electrons to relativistic velocities $V_{\text{hot}}^e$. (2) Via different collisional processes (see text), the hot electrons thermalize and create an electron and ion temperature $T_e$ and $T_i$ in the target bulk. (3) On the picosecond timescale, both temperatures equilibrate to a single temperature $T$ while the plasma expands into the surrounding vacuum. The plasma expansion leads to a reduction of the peak of the plasma density $n(\tau)$ and a change of the overall density profile, depending on the delay $\tau$.

5.1. Experimental demonstration: Isochoric heating via ultra-short relativistic laser pulses

5.1.1. Concept

The approach of all-optical target-density tailoring pursued in this section is *isochoric heating* via ultra-short laser pulses with a normalized vector potential $a_0 \approx 1$. Isochoric heating at similar laser intensities is studied in several experiments, e.g., see references [177, 157, 69]. The physics concept is sketched in figure 5.1. The first step is the *laser-heating of electrons*. A laser pulse with 30 fs duration, 800 nm central wavelength and 0.24 J energy is focused to a FWHM area of $32 \times 19 \mu$m$^2$ and a peak intensity of $1.5 \cdot 10^{18}$ W/cm$^2$. On the front side of the cylindrical hydrogen-jet target, the laser heats electrons to a mean velocity $V_{\text{hot}}^e$ (refer to ponderomotive scaling in section 2.1). The hot electrons move into the target bulk and the surrounding vacuum, cause charge separation fields and ionize further electrons either directly by collisions or via field-ionization. During the process of *thermalization*, the hot-electron population transfers its energy to the colder electrons and ions of the target. On one side, this occurs directly via collisions of the hot electrons with cold electrons (electron-electron), ions (electron-ion) or the solid-state lattice (electron-phonon). On the other side, the generated secondary electrons collectively form return currents that try to balance the charge-separation fields. The return-current electrons undergo the same collision mechanisms like the hot electrons. Because of the energy dependence of the collision frequency [58], however, the return-current electrons with several eV to hundreds of eV kinetic energy induce a more efficient target heating than the laser-heated hot electrons. Within the target bulk, the process of thermalization creates a Maxwellian temperature for all electrons $T_e$ and for all ions $T_i$. Utilizing the cryogenic hydrogen-jet target and similar laser parameters like in this study, PIC simulations suggest that the thermalization of the electron population occurs on a timescale below 1 ps [69]. In a next step, the laser-heated plasma starts to expand into the surrounding vacuum. Hereby, the equilibration of $T_e$ and $T_i$ to a single temperature $T$ occurs on a single-picosecond timescale [69]. For time delays $\tau$ in the picosecond to nanosecond range, hydrodynamic plasma expansion into the surrounding vacuum potential of $a_0 \sim 1$, i.e., an intensity of $\sim 10^{18}$ W/cm$^2$, is published in Ref. Yang et al. [208]. The last section 5.3 is dedicated to an experimental exploration of future prospects of all-optical target-density tailoring. Within a characterization study, femtosecond- and picosecond laser pulses of different peak intensity are used to generate different target shapes that are visualized by time-resolved optical shadowgraphy. The results outline a possible parameter range to realize all-optical target-density tailoring for laser-proton acceleration in the future.
leads to a reduction of the temperature $T[\tau]$ and a reduction of the peak of the plasma density $n[\tau]$.

### 5.1.2. Discussion of the experimental findings

#### 5.1.2.1. Volumetric transparency

The process of plasma expansion is accessible via time-resolved optical shadowgraphy with the setup that is presented in section 2.2.4. Exemplary shadowgrams of a time-delay scan are presented in figure 5.2. 0 ps delay corresponds to the arrival of the pump-laser pulse on target and the pump-probe delay is given in the lower-right corner of each shadowgram. The two backlighter beams probe 515 nm (upper line) and probe 1030 nm (lower line) allow for simultaneous data acquisition at two different colors and two different angles, with 67 deg spacing. For all images, the shadow of the target appears symmetric around the jet axis. This indicates a radially symmetric expansion, i.e., a spatially homogeneous heating of the target. The target bulk becomes transparent at 41 ps for probe 515 nm and at 76 ps for probe 1030 nm. The observation is equivalent to the full transparency of the target in the previous chapter. In the following, however, the observation is termed volumetric transparency. The approximately equal transmittivity throughout the whole horizontal plane of the target is an additional argument for a volumetric process, i.e., a volumetric heating of the target. Volumetric transparency indicates that the peak density of the plasma dropped below the critical density of the backlighter wavelength at the respective delay, $n_c[515\text{ nm}] = 4.21 \cdot 10^{21} \text{ cm}^{-3}$ at 41 ps and $n_c[1030\text{ nm}] = 1.05 \cdot 10^{21} \text{ cm}^{-3}$ at 76 ps.

As discussed in section 4.2, volumetric transparency of the target is also observed at a pump-laser-peak intensity of $5.4 \cdot 10^{21} \text{ W/cm}^2$ via probe 515 nm. However, it is observed at a much earlier delay of 1.4 ps. The comparison to a PIC simulation in section 4.2 yields that volumetric transparency is caused by plasma expansion into vacuum and not by RIT. The same conclusion applies to the results at $1.5 \cdot 10^{18} \text{ W/cm}^2$ peak intensity, because the scaling of the mean kinetic energy of hot electrons (e.g., ponderomotive scaling, refer to section 2.1) is lower than the rest mass of electrons, i.e., $\gamma \lesssim 1$ even for the fastest electrons.

At $5.4 \cdot 10^{21} \text{ W/cm}^2$ peak intensity, volumetric transparency is observed 30 times earlier than at $1.5 \cdot 10^{18} \text{ W/cm}^2$ peak intensity. This means that the average radial-expansion speed $V$ of the plasma approximately fulfills the relation

$$\frac{V[5.4 \cdot 10^{21} \text{ W/cm}^2]}{V[1.5 \cdot 10^{18} \text{ W/cm}^2]} \approx 30.$$
The ion sound speed of a collisionless plasma \( C_s \propto \sqrt{Z k_B T_e / m_i} \) [54] gives the proportionality
\[
C_s \propto \sqrt{T_e},
\]
with the ion-charge state \( Z \), Boltzmann’s constant \( k_B \), the electron temperature \( T_e \) and the ion mass \( m_i \). Assuming a purely hydrodynamic expansion of a quasineutral collisionless plasma, the ion sound speed equals the expansion speed of the plasma \( V \approx C_s \), which gives the relation
\[
\frac{T_e [5.4 \cdot 10^{21} \text{ W/cm}^2]}{T_e [1.5 \cdot 10^{18} \text{ W/cm}^2]} \approx \frac{V^2 [5.4 \cdot 10^{21} \text{ W/cm}^2]}{V^2 [1.5 \cdot 10^{18} \text{ W/cm}^2]} \approx 30^2 = 900.
\]
(5.2)

Analytical scalings about the laser-heating of electrons estimates the mean kinetic energy of hot electrons \( E_{e, \text{hot}} \) only. For example, the ponderomotive scaling gives
\[
\frac{E_{e, \text{hot}} [5.4 \cdot 10^{21} \text{ W/cm}^2]}{E_{e, \text{hot}} [1.5 \cdot 10^{18} \text{ W/cm}^2]} = \frac{17.6 \text{MeV}}{82.6 \text{keV}} = 213.
\]
(5.3)

Although the experiments at both intensity levels are conducted with the same target and the same optical diagnostics, the comparison of the relations 5.2 and 5.3 shows that the increased hot-electron energy is not sufficient to explain the much faster plasma expansion at \( 5.4 \cdot 10^{21} \text{ W/cm}^2 \) compared to \( 1.5 \cdot 10^{18} \text{ W/cm}^2 \). However, there are several oversimplifications of the estimation. First, although the plasma at a peak intensity of \( 5.4 \cdot 10^{21} \text{ W/cm}^2 \) is quasi collisionless (refer to evolution of the gamma factor in figure 4.4 (f) in section 4.2), the ansatz of a pure hydrodynamic expansion of the target is wrong. The thermalization time of hot electrons to a Maxwell-Boltzmann distribution of kinetic energy of all bulk electrons exceeds the time that it takes to accelerate a significant amount of target ions by the strong non-equilibrium charge-separation fields generated by the laser-heated hot electrons. This becomes clear by comparing the lineouts of electron and proton density of figure 4.5 (b) in section 4.2. High charge separation occurs during the pump-laser-pulse duration (30 fs) up to about 0.4 ps after the laser peak. Thus, the observed volumetric transparency at 1.4 ps shows not only contributions by hydrodynamic expansion, i.e., the conversion of thermal energy into kinetic energy, but also aspects of Coulomb-explosion during the first third of the expansion process.

The argumentation shows similarity to the analysis of experiments with peak intensities from \( 10^{15} \text{ W/cm}^2 \) to \( 10^{17} \text{ W/cm}^2 \) and nanometer-sized atomic clusters in gas jets from the 1990s [54, 114]. Recently, experiments with laser-heated atomic clusters gained renewed interest, because of the availability of x-ray free-electron lasers that enable direct experimental observations of the laser-induced cluster-expansion process via x-ray scattering [155, 80, 142, 140, 154]. The results discussed here with a peak intensity of \( 5.4 \cdot 10^{21} \text{ W/cm}^2 \) utilize \( 10^4 \) to \( 10^6 \) higher intensity and targets with about \( 10^3 \) times higher diameter. The similarity of the orders of magnitude suggests that similar approaches of the description of the laser-target system can be useful for evaluations in the future. In summary, relation 5.1 accounts for the hydrodynamic-expansion process only and neglects the nonequilibrium particle acceleration that is induced by charge-separation fields after laser heating.

A second reasoning for the non-agreement of the relations 5.2 and 5.3 considers the validity of equation 5.1 for a laser-peak intensity of \( 1.5 \cdot 10^{18} \text{ W/cm}^2 \). On this intensity level, the plasma is collisional and the negligence of the ion temperature \( T_i \) to equation 5.1 is questionable. Here, a convenient approach is the fit of a heuristic average plasma temperature to describe the system after isochoric heating. The approach is discussed in section 5.1.3.

5.1.2.2. Shadow diameter versus delay

Another aspect of the experimental observations is considered in the following. For both lines of figure 5.2, the horizontal shadow diameter is measured as follows. At the position of the pump-laser peak (center of each image) and for every shadowgram, a horizontal lineout is derived by averaging over the vertical extend of the FWHM of the pump-laser focal spot. The shadow diameter is measured by the derived FWHM of the shadow of the lineout. The results are displayed by the cross markers in figure 5.3. For all delays, the shadow diameter of probe 1030 nm is higher than the shadow diameter.
of probe 515 nm. The observation is explained by the equation of the critical density

\[ n_c = \frac{4\pi^2\epsilon_0 m_e c^2}{\lambda^2 e^2} \]

and the equation of the refractive index of a plasma

\[ \tilde{n} = \sqrt{1 - \frac{n_e}{n_c}} = \sqrt{1 - \frac{\lambda^2 e^2 n_e}{4\pi^2\epsilon_0 m_e c^2}}. \quad (5.4) \]

As mentioned previously, \( \gamma \approx 1 \) at all times of this experiment. \( \epsilon_0 \) is the vacuum permittivity, \( m_e \) is the rest mass of an electron, \( c \) is the speed of light, \( e \) is the elementary charge, \( \lambda \) is the wavelength of the light and \( n_e \) is the electron density of the plasma. For the here considered numerical aperture of the optical microscope, probe rays that contribute to image formation are refracted in plasma densities lower than \( 0.1n_c \) (refer to section 4.2). A Taylor expansion of equation 5.4 for low plasma densities directly shows that, for a fixed electron density \( n_e \) at a specific position of the plasma, the local refractive index quadratically changes with the wavelength:

\[ \tilde{n} \big|_{n_e \ll n_c} = 1 - \frac{1}{2} \frac{n_e}{n_c} = 1 - \frac{e^2 \lambda^2 n_e}{8\pi^2 c^2 \epsilon_0 m_e}. \]

Conversely, this means that by considering a self-similar density distribution of the plasma, e.g., an exponential decrease, and taking into account that both probe beams propagate up to the same refractive index, the maximum-probed plasma density \( n_e^{\text{max}} \) differs by a factor of 4:

\[ n_{e,515\text{nm}}^{\text{max}} = n_{e,1030\text{nm}}^{\text{max}} \iff \frac{515\text{ nm}^2}{1030\text{ nm}^2} = \frac{1}{4} = \frac{n_e^{\text{max}[1030\text{ nm}]}}{n_e^{\text{max}[515\text{ nm}]}}. \quad (5.5) \]

It follows that the difference of the shadow diameters of the two colors in figure 5.3 constitutes a strong evidence of a surface gradient of the investigated plasma density. Furthermore, the increasing difference of the shadow diameters with time indicates that the plasma gradient is also growing.

Assuming an exponential scalelength \( L_p \) of the plasma-density surface and radial symmetry, relation 5.5 is equivalent to

\[ 4 = \frac{n_0 \exp(-d[515\text{ nm}]/2R)}{n_0 \exp(-d[1030\text{ nm}]/2R) \frac{L_p}{L_p}}. \]
Figure 5.4: (a) Sketch of an heuristic radial density distribution of the expanding plasma. The density distribution for radii \( r < R \) is not known. A possible assumption of the density distribution close to the densities that are propagated by the probe-laser pulses \( n_e[r] < n_e^{\text{max}} \approx 0.1n_e[\text{m}] < n_0 \) is an exponential decrease with the scalelength \( L_p \). (b) Surface scalelength of the plasma density \( L_p \) versus pump-probe delay. The blue line is calculated via equation 5.6 from the polynomial fit of the measured shadow diameters (equations 5.7 and 5.8). The shaded area shows the propagation of uncertainty from the fits. The orange markers show the scalelength as it is measured from the density profile between \( 0.1n_e[800 \text{ nm}] \) and \( 1/e \cdot 0.1n_e[800 \text{ nm}] \) of a hydrodynamics simulation with an heuristic initial plasma temperature of 150 eV (figure 5.5 (a)).

\( d \) is the measured shadow diameter and \( n_0 \) is the plasma density at the radius \( R \), for which the exponential scalelength starts (see sketch in figure 5.4 (a)). The relation directly gives

\[ L_p = \frac{d[1030 \text{ nm}] - d[515 \text{ nm}]}{2 \cdot \ln 4}. \] (5.6)

Second-order polynomial fits yield an interpolation of the measured data points of probe 515 nm and probe 1030 nm in figure 5.3

\[ d[515 \text{ nm}] = (-6.58 \pm 0.79) \cdot 10^{-3} \cdot \tau^2 + (7.82 \pm 0.62) \cdot 10^{-1} \cdot \tau + (6.1 \pm 1.0), \] (5.7)

\[ d[1030 \text{ nm}] = (-5.54 \pm 0.97) \cdot 10^{-3} \cdot \tau^2 + (1.008 \pm 0.076) \cdot \tau + (10.5 \pm 1.3). \] (5.8)

For both equations, the unit of the shadow diameter \( d \) and the pump-probe delay \( \tau \) are \( \mu \text{m} \) and \( \text{ps} \). With that, a continuous evolution of the scalelength \( L_p \) is calculated and displayed as blue line in figure 5.4 (b). The propagation of uncertainty of both polynomial fits is given by the blue-shaded area. The exponential scalelength increases approximately linearly in time with \( dL_p/dt \approx 1 \cdot 10^5 \text{ m/s} \). For comparison, the evolution of the scalelength of the plasma-density surface of a hydrogen plasma with a rod-like initial density distribution of 5 \( \mu \text{m} \) diameter and an initial plasma temperature of 150 eV as simulated by a hydrodynamics simulation, which is fitted to the probing data, is given by the orange markers. The expansion speed of the scalelength \( dL_p/dt \) is similar in both cases. A discussion is given in section 5.1.3.

5.1.2.3. Experimental uncertainties

Figure 5.3 shows shot-to-shot fluctuations of the shadow diameter for each delay settings and both colors. The fluctuations are caused by a combination of uncertainties from the target and the pump laser. Target uncertainties include local shot-to-shot changes of diameter and aspect ratio of the cross section on the sub-micron scale as well as local bow-like deformations along the jet axis with radii on the micron scale. A high-resolution-microscopy image of the cylindrical jet target in figure 2.14 (a1) in section 2.2.2 exemplifies the uncertainties. Furthermore, the rapid evaporative freezing of the jet
at several hundred micrometers below the source introduces compositional and structural variations of the solid hydrogen [110]. The dark-field-microscopy image in figure 2.14 (a3) shows several bright spots within the otherwise transparent and non-scattering target bulk. This indicates translucent regions of the target bulk that could originate from inhomogeneous grain compositions, e.g., crushed hydrogen ice. Concerning the pump-laser intensity, the primary source of shot-to-shot variation is the peak power with a relative fluctuation of 17%. A dedicated measurement is presented in Appendix B. The RMS variation of the laser energy is about 1% and the pointing jitter is negligible compared to the focal-spot size.

Another clear observation of the shadowgraphy data in figure 5.2 are filamentations at the rim of the measured shadows that are visible especially at long timescales. The occurrence of the filaments at laser intensities of about $5 \times 10^{20}$ W/cm$^2$ pump-laser-peak intensity is investigated in another thesis project, see Ref. [167]. However, at the end of this chapter, section 5.3.3 presents novel experimental data on the observation of the filaments at laser intensities between $10^{14}$ W/cm$^2$ and $10^{18}$ W/cm$^2$. The driving mechanism of the filament generation is not clarified yet. Compared to the overall expansion of the shadow diameter at delays between 0 ps and 41 ps, the filaments are a secondary effect and are ignored in the following evaluation.

### 5.1.3. Determination of the full target-density profile

Although several properties of the isochorically heated plasma are already estimated based on analytical relations in the previous section, a complete description of the plasma-density evolution, not only in the outer regions but also close to the center of the plasma, is desired on all time-scales of the experiment. To bypass the modeling of the non-thermal-equilibrium plasma dynamics that originate from isochoric heating by the laser pulse, the heating is approximated by a single heuristic initial temperature of the plasma column before expansion. Subsequently, the plasma expansion into vacuum is calculated utilizing a hydrodynamics simulation. The shadowgraphy observations justify the assumption of radial symmetry around the central vertical axis of the jet.

#### 5.1.3.1. Estimates of the heuristic initial temperature

The heuristic initial temperature of the plasma column, i.e., the plasma temperature after isochoric heating by the laser, is ab initio not known. Three estimates to find the order of magnitude of the heuristic initial temperature from the experimental measurements are considered in the following.

First, the amount of hydrogen atoms in a cylindrical rod with 2.5 $\mu$m radius within the FWHM of the elliptical focal spot is given by

$$ N = 30 \cdot n_c[800 \text{ nm}] \cdot V = 30 \cdot 1.746 \cdot 10^{21} \text{ cm}^{-3} \cdot \pi \cdot (2.5 \mu m)^2 \cdot 32 \mu m = 3.3 \cdot 10^{13}. $$

The laser energy incident on the same volume is approximately

$$ E \approx \frac{0.24 J}{2} \cdot \frac{5 \mu m \cdot 32 \mu m}{19 \mu m \cdot 32 \mu m} = 32 \text{ mJ}, $$

which corresponds to an energy per atom of

$$ E/N = 6 \text{ keV}. $$

Assuming between 90% and 99% reflexion of the incident light, the residual energy per hydrogen atom $E_H$ is between

$$ E_H = 60 \text{ eV} \text{ to } 600 \text{ eV}. $$

The band gap of solid hydrogen (10.9 eV, [94]) and the ionization potential of atomic hydrogen (13.6 eV) are, in first order, negligible compared to both values. In summary, an initial heuristic temperature of the plasma column of several hundred eV is expected.
Figure 5.5.: (a) Figure copied from Rehwald et al. [168]. A hydrodynamics simulation shows the plasma-density evolution of a hydrogen column with an initial radius of 2.5 µm and an heuristic initial temperature of 150 eV. For each delay, a ray-tracing simulation calculates the shadow diameter \( d \) of probe 515 nm (vertical dotted lines). The crossing point of each vertical dotted line and the respective density profile of the plasma gives the maximum-probed density \( n_{\text{max}} \). (b) Figure copied from Yang et al. [208]. Exemplary top view of the object plane of the ray-tracing simulation: Each density distribution of fig. (a) is converted to a refractive-index distribution \( \tilde{n} \) via equation 5.4 (gray colorscale). The refraction of the probe rays is visualized by purple lines. (c) Figure copied from Yang et al. [208]. Light distribution in the image plane of the ray-tracing simulation. The calculated shadow diameter \( d \) is measured at half of the unperturbed background intensity (0.5 arb. units).

The second estimate takes the experimental shadowgraphy measurement into account. Considering particle conservation and assuming a box-like plasma expansion, i.e., a box-like distribution of density at 0 ps and a box-like distribution of density to the time of volumetric transparency at 41 ps (probe 515 nm) and 76 ps (probe 1030 nm), the expansion speed is calculated from the initial radius of the target and the shadow radius at the respective delay of volumetric transparency. The shadow diameters are given by the fitted polynomials 5.7 and 5.8. The approximation yields

\[
V[515 \text{ nm}] = \frac{27.1 \mu\text{m} - 5 \mu\text{m}}{2 \cdot (41 \text{ ps} - 0 \text{ ps})} = 2.7 \cdot 10^5 \text{ m/s}
\]

and

\[
V[1030 \text{ nm}] = \frac{55.1 \mu\text{m} - 5 \mu\text{m}}{2 \cdot (76 \text{ ps} - 0 \text{ ps})} = 3.3 \cdot 10^5 \text{ m/s}.
\]

Setting \( V \approx C_s \) and using the equation \( C_s = \sqrt{k_B T_e Z/m_p} \), the corresponding approximate heuristic initial temperatures are given by

\[
k_B T_e[515 \text{ nm}] = 760 \text{ eV}
\]

and

\[
k_B T_e[1030 \text{ nm}] = 1140 \text{ eV},
\]

with the proton mass \( m_p \) and \( Z = 1 \). Both results are at the upper limit of the first approximation.

The third estimate uses \( dL_p/dt \approx 1 \cdot 10^5 \text{ m/s} \) as a measure of the ion sound speed \( C_s \). This approach derives a heuristic initial temperature at the lower end of the first approximation

\[
k_B T_e \approx \frac{(dL_p/dt)^2 m_p}{Z} = 105 \text{ eV}.
\]

5.1.3.2. Hydrodynamics simulation

Several software tools of hydrodynamics simulations are available. For details refer to section 2.1.3.2. In the following, we used \textit{FLASH} with one-dimensional radial symmetry and the implemented EOS
of hydrogen [71]. The simulation is initialized with a plasma column of 30 \( n_e[800\,\text{nm}] \) density and a radius of 2.5 \( \mu\text{m} \). The heuristic initial temperature is initialized homogeneously throughout the plasma column.

For a heuristic initial temperature of 150 eV, the density evolution of the plasma column is presented in figure 5.5 (a). The early delays of 1 ps and 5 ps show that the sharp edge of the initial plasma column is smeared out and a density gradient emerges on the plasma surface. Subsequently, the density gradient increases and the density within the initial bulk of the plasma is reduced. At 16 ps delay, the peak density is already significantly decreased below 30 \( n_e[800\,\text{nm}] \). Between 30 ps and 45 ps delay, the peak density drops below the critical density of the probing wavelength \( n_c[515\,\text{nm}] = 2.4 \cdot n_e[800\,\text{nm}] \).

### 5.1.3.3. Ray tracing

To compare the results of the hydrodynamics simulation to the experimentally measured shadowgraphy data, the shadowformation of the optical-probe beams is modeled for each plasma-density profile. A step-by-step ray tracing of the probe light through the plasma is needed, as the shadowformation is governed by refraction in the density gradients within the undercritical regions of the plasma (refer section 4.2). Synthetic shadowgrams of each plasma-density distribution are calculated by using the software ZEMAX (Zemax 13 Release 2 SP6 Professional (64-bit)). The calculation includes the propagation of probe light through the microscopy system as well as the refraction of the plasma. For every timestep of the hydrodynamics simulation, the dispersive properties of the plasma are derived as follows. Each radial density profile is transformed into a two-dimensional distribution of refractive indices via equation 5.4. The critical density \( n_c \) depends on the backlighter wavelength and the refractive indices \( \tilde{n}_{515\,\text{nm}} \) and \( \tilde{n}_{1030\,\text{nm}} \) are calculated separately. For each backlighter wavelength, the refractive-index distribution is inserted to the object plane of the microscopy system of the ray-tracing simulation. An exemplary top view of the object plane is presented in figure 5.5 (b). The microscope is placed on the right side and the probe rays propagate from left to right. Their refraction in the plasma is illustrated by the purple lines.

The ray-tracing simulation calculates a shadowgram in the image plane of the setup. A lineout of the derived intensity distribution is given in figure 5.5 (c). The graph shows the formation of a shadow with sharp edges around the position of the plasma distribution (central axis at \( x = 0 \)). In congruence to the experimental data, refraction on the plasma-density gradients leads to an increased intensity at the outer rim of the shadow edges. The shadow diameter \( d \) is measured at half of the unperturbed background intensity (0.5 arb.units). For each radial density profile of figure 5.5 (a), the expected shadow diameter is given together by a vertical dotted line.

The simulated evolution of the shadow diameter \( d \) of probe 515 nm (blue) and probe 1030 nm (red) are presented in figure 5.6 (b). The simulation data is represented by the dot markers. For comparison, the experimental data is given by cross makers. In consistency to the experimental observation, the shadow diameter of probe 1030 nm is larger than the shadow diameter of probe 515 nm for all delays.

### 5.1.3.4. Fitting the plasma temperature

The combination of hydrodynamics simulations and ray-tracing simulations allows to fit the heuristic initial temperature of the hydrodynamics simulation to the measured shadow diameters at delays before volumetric transparency, i.e., before 41 ps delay. Figure 5.6 shows the results for heuristic initial temperatures between 100 eV and 430 eV. For 430 eV (fig. 5.6 (e)), the simulated shadow diameters (dot markers) of probe 515 nm (blue) and probe 1030 nm (red) increase too fast compared to the experimental data (cross markers). For 100 eV (fig. 5.6 (a)), however, the simulated shadow diameters increase too slow. The best-matching initial temperature is 150 eV, which is displayed in figure 5.6 (b).

For the 150 eV simulation and in agreement to the measurement of volumetric transparency of probe 515 nm at 41 ps and of probe 1030 nm at 76 ps, the simulated peak density of the target \( n_{\text{peak}} \) is decreased below the critical density of each backlighter wavelength for the corresponding delay:

\[
\frac{n_{\text{peak}}[41\,\text{ps}]}{n_c[515\,\text{nm}]} = 1.8 \cdot n_e[800\,\text{nm}] \\
\frac{n_{\text{peak}}[41\,\text{ps}]}{2.4 \cdot n_e[800\,\text{nm}]} = 0.75
\]
Figure 5.6.: Results of hydrodynamics simulations and ray-tracing simulations with different heuristic initial temperatures between 100 eV and 430 eV (dot markers). For each graph, the experimental data (fig. 5.3) is given for reference (cross markers).

\[
\frac{n_{\text{peak}}[76 \text{ ps}]}{n_c[1030 \text{ nm}]} = 0.45 \cdot n_c[800 \text{ nm}] = 0.75.
\]

The consistency of both fractions indicates a similar plasma distribution at 41 ps and 76 ps with respect to the critical density of each wavelength and supports the agreement between simulation and experiment. However, ray-tracing simulations at delays close to volumetric transparency need to be interpreted with caution, as the rays propagate plasma densities between \(n_c\) and \(0.1 \times n_c\), for which a proper treatment of the dispersion relation of the plasma is needed to include absorption. The simulated peak density of \(0.75 n_c[\lambda]\) at the delay of volumetric transparency is in good agreement to the experimental and simulation results at \(5.4 \times 10^{21} \text{ W/cm}^2\) peak intensity in section 4.2. Here, the PIC simulation results at a delay close to the observation of volumetric transparency feature an average electron density within the initial target bulk of \(0.64 n_c[515 \text{ nm}]\).

In future work, an adapted equation of the refractive index beyond equation 5.4 will allow the usage of the point of volumetric transparency as a second boundary condition in addition to the expansion speed of the shadow diameter. Furthermore, more free parameters of the heuristic model of the plasma column that is used as initial condition for the hydrodynamics simulation, i.e., a variation of the initial radius or the inclusion of an initial scalelength on the plasma surface, are needed to improve the fit to the experimental data in the future.

Figure 5.5 (a) shows the simulated shadow diameters as vertical dotted lines. The crossing point of each dotted line with the corresponding plasma-density profile reflects the maximum probed density \(n_{e, \text{max}}[515 \text{ nm}]\). Between 5 ps and 45 ps delay, \(n_{e, \text{max}}[515 \text{ nm}]\) is around \(0.1 \times n_c[800 \text{ nm}] = 0.04 \times n_c[515 \text{ nm}]\). For smaller delays, \(n_{e, \text{max}}[515 \text{ nm}]\) is reduced. Rays that contribute to the formation of the shadow propagate the plasma at densities lower than \(n_{e, \text{max}}[515 \text{ nm}]\) only. All density profiles in figure 5.5 (a) show that the corresponding densities are exponentially decreasing. The scalelength of the plasma between \(0.1 n_c[800 \text{ nm}]\) and \(1/e \cdot 0.1 n_c[800 \text{ nm}]\) versus delay is shown in figure 5.4 (b) by the orange markers. The simulated evolution of the scalelength is similar to the evolution of the scalelength that is calculated analytically from the experimental data (refer section 5.1.2). An obvious discrepancy is the initial offset of the analytically calculated scalelength of 1.59 \(\mu\text{m}\) at 0 ps delay. Taking the uncertainty of the polynomial fit (eq. 5.7 and eq. 5.8) and the spatial resolution limit of both probe beams into account, the uncertainty of the measurement of the initial scalelength is 1.65 \(\mu\text{m}\). The discrepancy is an indication of initial target pre-expansion by the leading edge of the pump laser or by an intrinsic inhomogeneity of the target surface. Both circumstances are not considered in the
Figure 5.7.: Figure copied from Rehwald et al. [168]. The top panel shows measured maximum proton energy (orange dot markers) versus the measured shadow diameter (bottom x axis) of an experiment of laser-proton acceleration that utilizes all-optical target-density tailoring to switch between different acceleration regimes (for details refer to section 2.2.5). For each high-intensity laser shot, the shadow diameter is measured at 0 ps pump-probe delay, i.e., to the arrival of the pump-laser peak. An exemplary shadowgram is given in the top-right corner. Simulation results (cross markers in the top panel and all data of the bottom panel) are calculated by three-dimensional PIC simulations. The PIC simulations are initialized with targets of different peak density (top x axis) and the corresponding density distribution from fig. 5.5 (a). A mapping of the experimental data (bottom x axis) to the simulation data (top x axis) is enabled by the measured shadow diameter and the hybrid fit of hydrodynamics simulations and ray-tracing simulations that is presented in section 5.1.3.

assumption of a sharp-edged hydrogen column as initial condition of the hydrodynamics simulation. However, the analytic calculation of the initial scalelength from the experimental data yields a high relative error of 104%. PIC simulations of the isochoric-heating process show that an initial scalelength of the target before the interaction with the laser peak significantly changes the bulk-electron temperature after isochoric heating, see Ref. Yang et al. [208]. Consequently, a precise determination of target pre-expansion and the initial density distribution of the jet target are needed for quantitatively valid simulation approaches. In the future, the best-matching initial scalelength will be introduced as a second free parameter of the hybrid fit of hydrodynamics simulations and ray-tracing simulations to the experimental data.

5.1.4. Utilization for enhanced laser-driven proton acceleration

In the overall project of laser-driven proton acceleration from cryogenic hydrogen-jet targets, all-optical target-density tailoring by ultra-short relativistic laser pulses is utilized to transform the solid-density hydrogen-jet target into a nearcritical-density target. The achieved control over the target system allows to significantly improve the proton-acceleration performance. A detailed explanation of the overall experiment and it’s interpretation by PIC simulations is given in section 2.2.5. Target-density
tailoring is realized via a prepulse before the arrival of the ultra-relativistic DRACO-PW-laser pulse. The peak intensity of the prepulse is \( 5 \cdot 10^{17} \text{ W/cm}^2 \) and the pulse duration is 55 fs, i.e., similar to the ultra-short relativistic laser pulse previously discussed in this section. In the following, the relevance of the presented results to the interpretation of the experiment at ultra-relativistic laser-peak intensities is highlighted.

Figure 5.7 presents the main results of the experiment. For each measured maximum proton energy, the shadow diameter of the target to the time of the arrival of the ultra-relativistic laser peak is measured (see exemplary shadowgram in the top-right corner). This enables a sorting of the measured proton energies (orange dot markers) by the shadow diameter \( d \) (lower x axis), independent of shot-to-shot jitters.

The interpretation of the experimental data is provided by a series of PIC simulations. Each PIC simulation, however, requires initial conditions of the target density, as the computable timeframes allow to capture the ultra-relativistic laser-target interaction only. Here, the density profiles shown in figure 5.5 (a) are utilized. They link each measured shadow diameter \( d \) to the full target-density distribution and by this provide reasonable initial conditions for the PIC simulations. The hybrid fit of hydrodynamics simulations and ray-tracing simulations from section 5.1.3 provides a conversion of the lower x axis (shadow diameter) of figure 5.7 to the upper x axis (peak density of the target) of figure 5.7. Thus, the results of section 5.1.3 and the time-resolved shadowgraphy data from the experiment at ultra-relativistic peak intensities enable the quantitative comparison of the experimental and simulation data of proton acceleration.

Comparing the simulated and measured maximum proton energies of figure 5.7, the peak of the simulated data is slightly shifted to the right side. This is probably caused by the non-considered initial scalelength of the target, which is discussed in the previous section in the context of figure 5.4 (b). Further investigations are currently performed and details are available in Ref. Yang et al. [208].

In conclusion, the results demonstrate that all-optical target-density tailoring of the cryogenic hydrogen-jet target allows for a controlled manipulation of the plasma density to the nearcritical regime. The combination of proton acceleration with off-harmonic optical-shadowgraphy diagnostics provides superb control over the laser-target interaction in the regime of ultra-relativistic laser intensities.

5.2. Testbed platform to benchmark PIC simulations

Today, because of the leading-edge-driven target pre-expansion, PIC simulations of ultra-relativistic laser-solid interactions lack of information on the exact initial conditions of the interaction of the target with the final laser peak. The interaction products, e.g., accelerated proton energy, the amount of transmitted light and the energy distribution of electrons, most often have, however, a nonlinear dependency with respect to these initial conditions. Usually, minor modifications of the target parameters or the envelope of the laser pulse generate different properties of the interaction products. Consequently, in a comparison to experimental results, PIC simulations are often used for qualitative explanations only. As introduced in section 2.1.3, start-to-end simulations with quantitative agreement to different experimental boundaries require thorough modeling at all laser-intensity levels of the leading edge.

The modeling capabilities of currently available simulation tools requires further research especially with respect to two different laser-intensity levels. The first one is the starting point of the laser-target interaction at laser intensities below about \( 10^{14} \text{ W/cm}^2 \) and the second one is target pre-expansion and pre-heating at laser intensities between \( 10^{16} \text{ W/cm}^2 \) and \( 10^{19} \text{ W/cm}^2 \). Target pre-expansion at laser intensities between \( 10^{13} \text{ W/cm}^2 \) and \( 10^{16} \text{ W/cm}^2 \), however, is comparably well understood and relies on radiation-hydrodynamics simulations. Investigations about the starting point of the laser-target interaction are discussed in the context of laser-induced breakdown (LIB) in chapter 3 of this thesis. However, the presented results of this chapter 5 provide the opportunity to benchmark and improve PIC-simulation tools in the collisional regime between \( 10^{16} \text{ W/cm}^2 \) and \( 10^{19} \text{ W/cm}^2 \) via a novel testbed platform that is constituted by the
Figure 5.8.: Flow chart of the testbed platform to benchmark PIC simulations in the collisional laser-intensity regime between $10^{17}$ W/cm$^2$ and $10^{19}$ W/cm$^2$ by experiments with the hydrogen-jet target and time-resolved optical shadowgraphy. Several insets of the figure are adapted from Ref. Yang et al. [208].
cryogenic hydrogen-jet target and multi-color optical-shadowgraphy diagnostics.

The cryogenic hydrogen-jet target features ideal properties to benchmark PIC simulations. It provides comparably simple ionization dynamics with only a single bound electron and the low initial plasma density of $30 \times 10^{16} \text{n}_c[800 \text{ nm}]$ enables PIC simulations in full dimensionality utilizing today’s computer resources. Experimentally, the self-replenishing target delivery and the stand-alone target geometry are easily combined with high-repetition-rate diagnostics like time-resolved optical shadowgraphy and enables a statistical approach of data evaluation. Furthermore, testbed experiments at pump-laser intensities between $10^{16} \text{ W/cm}^2$ and $10^{19} \text{ W/cm}^2$ do not require a fully amplified Petawatt laser. The operation of DRACO 150TW without a usage of the final laser amplifier provides sufficient pulse energies and a repetition rate of 10 Hz in target chamber I1. This allows for the generation of large data sets and extended parameter scans with hundred thousands of shots in several hours.

A large parameter scan of plasma-expansion dynamics with different pump-laser-peak intensities is presented and discussed in the next section 5.3. In this section 5.2, one particular parameter setting shows an example of the testbed platform to experimentally benchmarking PIC-simulation tools in the regime of $10^{18} \text{ W/cm}^2$. As the finalization of the results of this project is still ongoing, only the concept of the testbed platform is sketched here. The final results of the project are available in Ref. Yang et al. [208].

The flow chart of the testbed platform, i.e., the experimental measures and the simulation chain to reproduce the experimental data quantitatively, is sketched in figure 5.8. On the experimental side, a statistical evaluation of the target and laser parameters yields the initial conditions of the laser-target interaction with a mean and a standard deviation of the different quantities. For the laser, this includes the variation of the spatial properties, which are minimized by using a large focal spot, in this case an Airy-pattern. The mean and variation of the laser energy is determined by a power meter in the target chamber. The temporal properties, i.e., peak power and laser contrast, are measured with thousands of shots at 10 Hz and at full laser energy (see Appendix B). The mean and standard deviation of the target properties are inferred by high-resolution optical microscopy. The data shows variations of the target diameter, changes of the local geometric properties and it visualizes inner structural changes of the target.

The well-defined initial conditions enable controlled high-intensity laser-plasma interactions at $2.1 \times 10^{18} \text{ W/cm}^2$ peak intensity. Measurements of the plasma expansion are derived by time-resolved multi-color optical shadowgraphy at 258 nm and 515 nm wavelength. A time-delay scan similar to the one described earlier in the chapter is conducted and yields the shadow diameter of both wavelength and for different delays (see Comparison in figure 5.8).

The final goal of the testbed platform is the quantitative reproduction of the experimental results purely by using simulation tools and starting conditions in agreement to the measured initial conditions. The simulation chain starts with a PIC simulation of the laser heating of electrons and the subsequent thermalization process. The calculated thermalized, i.e., Maxwellian, temperature of ions $T_i$ and electrons $T_e$ of the target bulk and the corresponding density distribution of the specific timestep, e.g., at 1 ps, is then transferred to a hydrodynamics simulation. On the basis of the equation of state, the hydrodynamics simulation calculates the process of plasma expansion in the timeframe of the pump-probe delays of the experiment, i.e., several tens of picoseconds. In a next step, the dispersion relation allows to convert the electron-density profiles to refractive-index distributions. A simulation of the shadow formation by ray-tracing simulations (e.g. by Zemax), which resembles the microscope of the experiment, enables the calculation of the simulated shadow diameters in the image plane. A comparison of the simulated shadow diameters and the measured shadow diameters (see Comparison in figure 5.8) allows to quantify the deviation of experiment and simulation.

Discrepancies between experiment and simulation can have two different reasons. On one side, the uncertainties of the initial conditions need to be considered in the simulation chain. As mentioned, high-intensity-laser-plasma interactions are non-linear systems and minor changes of the initial conditions can induce strong changes of the final results. On the other side, if the influences of the initial
When conditions are clarified, discrepancies between experiment and simulation are either caused by inadequate simulation settings or imprecise physics models of the simulation tools. It needs to be stressed that all three stages of the presented simulation chain feature uncertainties and approximations. However, as explained in the following, this is especially important in cases where rays propagate plasma densities between 0.1 $n_e$ and 1 $n_e$. The hydrodynamics simulations need to be able to simulate different temperatures of the electron and the ion population. Here, special emphasis needs to be given to the appropriate equation of state and the heat-transfer rate between the two populations. Furthermore, if simulations are performed with reduced dimensionality, the influence of lateral heat transfer needs to be clarified.

The uncertainties of the PIC simulation can be divided into two parts. The first part is the laser-heating of electron and the second part is the thermalization of hot electrons to a Maxwellian electron- and ion-temperature distribution. For both parts, the influence of the grid size, the number of macro-particles and the dimensionality of the simulation, e.g., three-dimensional or two-dimensional with a circle or a stripe as target model, need to be considered. For two-dimensional simulations, particular attention should be given to the dissipation of energy to regions that lie beyond the boundary conditions of the simulation. The thermalization process in PIC simulations is generally modeled by collision models. As there is no solid-state lattice in a PIC simulation, collisions occur between electrons and electrons, electrons and ions and ions and ions. The colliding species of electrons are either the laser-heated hot electrons or the lower-energetic return current electrons. For both, an appropriate model of the collision frequency of electron-electron and electron-ion collisions is needed. Besides the conventionally used Spitzer-model of Coulomb-Coulomb collisions for high electron temperatures and its sensitivity to the chosen cutoff of the Coulomb-logarithm, an artificial low-temperature-collision correction of electron-phonon collisions has proven to be useful at electron temperatures below about 100 eV, for details see references [58] and [156]. Furthermore, energy losses by radiative cooling are usually not captured by PIC simulations and the relevance can be checked via calculation tools like FLYCHK [1]. Overall, the comparison of different PIC-simulation tools is convenient and aids to check the reliability of specific results.

In summary, the presented concept of the testbed platform in combination with statistically significant amounts of data will allow to experimentally benchmark and improve the physics models of todays PIC-simulation tools in the laser-intensity regime between $10^{16}$ W/cm$^2$ and $10^{19}$ W/cm$^2$. By this, the platform constitutes an opportunity to improve modeling capabilities of target pre-expansion and pre-heating in start-to-end simulations of ultra-relativistic laser-solid interactions. In the future, an upgrade of the experiment by additional high-repetition-rate diagnostics like electron and proton spectrometers is readily available and will enable the generation of statistically relevant boundary conditions to benchmark different endpoints of the simulation chain. Furthermore, different target materials and compositions are already commissioned and will enable insight to specific issues of physics models of PIC simulations. For example ionization dynamics of inner-shell electrons can be investigated via cryogenic Argon-jet targets and multi-species effects can be investigated via cryogenic mixtures of hydrogen and deuterium. Finally, the testbed platform are ideally suited to prepare physics cases of high-energy-density experiments at facilities like the Helmholtz International Beamline for Extreme Fields (HIBEF) at the european XFEL [3].
Figure 5.9.: Time-delay scans of shadowgraphy of the cylindrical hydrogen-jet target as captured by probe 258 nm. Each line presents results from a different pump-laser-peak intensity $I_p$ for a constant pump-laser-pulse duration of about 30 fs. Shadowgrams with the observation of volumetric transparency are given with a white shade. Parasitic plasma emission is observed by saturated pixels of the camera (white color) in the center of each shadowgram. The position of the plasma emission is restricted to the front side of the target during the interaction with the pump laser.

5.3. Future possibilities of all-optical target-density tailoring

A Master-thesis project (Ref. [15]) that was supervised within this thesis project explored a large parameter scan of plasma-expansion dynamics of the cylindrical hydrogen-jet target for different pump-laser-peak intensities. The setup and the experimental results are summarized in Appendix G. The following section highlights experimental results that demonstrate the possibilities of all-optical target-density tailoring. The experimental setup utilizes two synchronized optical probe beams with 258 nm and 515 nm wavelength in a 90° geometry to the pump-laser beam. A high-resolution objectives allows for simultaneous acquisition of shadowgrams at both wavelength. The peak intensity of the pump laser is variable by changing the laser-beam energy. The FWHM of the pump-laser focal spot is 14 μm.

5.3.1. Pump-laser intensities between $10^{16}$ and $10^{18}$ W/cm²

Time-delay scans of shadowgraphy captured by probe 258 nm and probe 515 nm for different pump-laser-peak intensities $I_p$ and a pump-laser-pulse duration of about 30 fs are performed and representative data is displayed in figure 5.9. Like in the experiment of section 5.1.2, the evolution of the shadow appears to be mostly symmetric on the front and on the rear side of the target (neglecting filamentations on the front side). Pump-probe delays, for which volumetric transparency is observed, are given with a white shade. We observe that the point of volumetric transparency shifts to earlier delays for an increased pump-laser-peak intensity. The observation is quantified in figure 5.10 (f). The upper bound is given by the delay for which volumetric transparency is observed and the lower
Figure 5.10.: (a) - (e) Figures copied from [15]. Shadow diameter $d$ as measured by probe 258 nm and probe 515 nm versus pump-probe delay for different pump-laser-peak intensities (lower-right corner of each graph). The pump-laser-pulse duration is about 30 fs. (f) Delay for which volumetric transparency is observed versus pump-laser-peak intensity. (g) Figure copied from [15]. Exponential scalelength of the surface-density gradient $L_p$ versus pump-probe delay as calculated from figures (a) to (e) via equation 5.6.
Figure 5.11.: Expansion velocity of the scalelength $dL_p/dt$ versus peak intensity of the pump laser $I_p$.

The fit yields a proportionality of $dL_p/dt \propto I_p^{0.44}$ (equation 5.10).

$bound$ gives the closest delay for which no volumetric transparency is observed. The actual starting point of volumetric transparency is located between the two bounds. The delay of volumetric transparency is approximately constant at intensities between $4.1 \cdot 10^{17} \text{ W/cm}^2$ and $2.1 \cdot 10^{18} \text{ W/cm}^2$. For a peak intensity of $1.4 \cdot 10^{17} \text{ W/cm}^2$, the delay of volumetric transparency shifts to longer delays. The time-delay scan at $4.1 \cdot 10^{16} \text{ W/cm}^2$ indicates further increase of the delay of volumetric transparency, however, the captured timeframe is not enough to actually observe volumetric transparency. Therefore, only a lower bound is given.

Figures 5.10 (a) to (e) presents the measured shadow diameter of both probe beams versus pump-probe delay for different peak intensities. Quadratic fits to the data (solid lines) enable an interpolation and the identification of trends. As described previously, a difference of the diameter of both probing colors indicates a density gradient on the surface of the plasma. A comparison of the data at different pump-laser-peak intensities shows that the density gradient increases with pump-laser intensity. To demonstrate the observation, we assume an exponential decrease of the plasma density and calculate the respective scalelengths $L_p$ via equation 5.6. Figure 5.10 (g) presents the results. Except for the case of highest peak intensity, all cases show a linear increase of $L_p$ with time. As visualized in figure 5.11, the expansion velocity of the scalelength $dL_p/dt$ increases with pump-laser intensity. A power fit yields

$$\frac{dL_p}{dt}[10^4 \text{ m/s}] = 6.3 \cdot I_p[10^{18} \text{ W/cm}^2]^{0.44}.$$  (5.10)

For $2.1 \cdot 10^{18} \text{ W/cm}^2$ peak intensity, the temporal evolution of $L_p$ in figure 5.10 (g) features a quadratic trend. A linear interpolation between 10 and 25 ps delay yields $dL_p/dt = 8.3 \cdot 10^4 \text{ m/s}$. As the evaluation of $dL_p/dt$ is different than for the lower peak intensities, figure 5.11 shows the data point in brackets. Furthermore, it is not included to the fit in equation 5.10.

For a pump-laser-peak intensity of $1.5 \cdot 10^{18} \text{ W/cm}^2$, section 5.1.2 derives an expansion velocity of the scalelength of $dL_p/dt = 1 \cdot 10^5 \text{ m/s}$. Compared to the results of figure 5.11, the value is about 30% higher than what would be expected by the fitted scaling. Conversely, the scaling of equation 5.10 yields $dL_p/dt = 1 \cdot 10^5 \text{ m/s}$ for a peak intensity of $I_p = 2.9 \cdot 10^{18} \text{ W/cm}^2$. Considering that both experiments are conducted with different probe wavelength and pump-laser beams in different experimental chambers, the disagreement can be considered as small. However, a future evaluation of the here presented data via a hybrid of hydrodynamics simulations and ray-tracing simulations like in section 5.1.3 will enable more conclusive results.

### 5.3.2. Pump-laser intensities between $10^{14}$ and $10^{16} \text{ W/cm}^2$

Pump-laser intensities between $10^{14} \text{ W/cm}^2$ and $10^{16} \text{ W/cm}^2$ resembles a transition between the regime of plasma physics and the regime of laser-induced breakdown. The transition regime features laser-heated electron energies in the range of the binding forces of the atoms and perturbative approaches of modeling fail due to the coexistence of strongly-correlated solid-state matter and collective plasmonic
responses of the ionized material. Figure 5.12 shows time-delay scans of shadowgraphy for pump-laser-peak intensities between $1.6 \cdot 10^{16}$ W/cm$^2$ and $4.7 \cdot 10^{14}$ W/cm$^2$.

For $1.6 \cdot 10^{16}$ W/cm$^2$ and 5 ps delay, the target shows a large area that features LIB. The small island of blackened target area on the bottom of the shadowgram stems from the first side maximum of the Airy-pattern-shaped focal spot. Subsequently, the delays of 40 ps and 105 ps show an expansion of the blackened target area. In contrast to the plasma expansion at higher peak intensities, the shadow edges are dilute. Between 110 ps and 150 ps delay, the bulk of the target becomes transparent and residual material within the original target bulk is visible up to a delay of 250 ps. A possible interpretation of the observation is a fast ionization of the hydrogen target by the pump-laser pulse during the first 5 ps and the generation of a plasma with low temperature. A subsequent plasma expansion of the ionized parts of the target into vacuum on the tens of picosecond timescale accompanied by recombination leads to an increased transparency of the target bulk at about 150 ps. For later times, the residual material is probably constituted by molten hydrogen droplets.

For a peak intensity of $4.7 \cdot 10^{15}$ W/cm$^2$, the observations are similar. However, the whole process is confined within the original target bulk. At long timescales (250 ps and 650 ps), a residual bridge of material is observed on the rear side of the target. The lowest peak intensity of $4.7 \cdot 10^{14}$ W/cm$^2$ shows that LIB is observed on the target frontside only. Still, on long timescales the dissolution of the target occurs volumetrically. At delays around 300 ps, the original target bulk is filled with hydrogen droplets.

With respect to target-density tailoring, the presented shadowgrams constitute a rich parameter space of different target shapes, e.g., droplet targets and asymmetrically shaped targets with different density gradients on the front and on the rear side.

### 5.3.3. Occurrence of filamentation

A previous thesis project reported on the observation of filamentations of the shadowedges at pump-laser-peak intensities around $5 \cdot 10^{20}$ W/cm$^2$, see Ref. [167]. Up to now, it was unclear for which range of laser intensities the filamentations occur and why the filaments are observed all along the jet axis within a large field of view, much larger than the FWHM of the focal spot. Therefore, this section explores a large range of laser intensities and, in a second step, utilizes a large focal spot spanning three orders of magnitude of intensity to illustrate that, for the case of $5 \cdot 10^{20}$ W/cm$^2$ peak intensity, the filaments far away from the focal spot probably originate from scattered light and speckles at intensities above $10^{15}$ W/cm$^2$. 

---

<table>
<thead>
<tr>
<th>$I_p$ [W/cm$^2$]</th>
<th>Pump-probe delay</th>
<th>Probe 258 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.6 x 10^{16}</td>
<td>5 ps</td>
<td></td>
</tr>
<tr>
<td>4.7 x 10^{15}</td>
<td>10 ps</td>
<td></td>
</tr>
<tr>
<td>4.7 x 10^{14}</td>
<td>15 ps</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.12.: Time-delay scans of shadowgraphy of the cylindrical hydrogen-jet target captured by probe 258 nm. Each line gives a different pump-laser-peak intensity $I_p$. The pump-laser-pulse duration is about 30 fs.
Figure 5.13.: Shadowgrams of (a) probe 258 nm and (b) - (e) probe 515 nm show the occurrence of filamentations for different timescales and pump-laser-peak intensities. Figure (b) shows the focal spot of the pump laser with the same spatial scale like the shadowgrams.
Figure 5.13 (a) shows shadowgraphy images of probe 258 nm at different levels of the pump-laser-peak intensity. For 5 ps delay, the filaments of the shadowedge are observed on the front side of the target for all intensities between $4.7 \cdot 10^{15}$ W/cm$^2$ and $2.1 \cdot 10^{18}$ W/cm$^2$ (see red circle). For $4.7 \cdot 10^{14}$ W/cm$^2$, however, no filamentation on the front surface is observed. Note that, for pump-probe delays of single picoseconds, i.e., small filaments, the visibility of the filaments is highly sensitive to the position of the jet within the depth of field of the microscopy system. The filament size at 5 ps delay appears to be independent of the pump-laser intensity. At longer timescales, the filaments overlay with volumetric transparency and refraction in the plasma gradients causes strong image distortions of the filaments. The observations suggest that the increased size of the filaments is probably caused by an optical-imaging effect due to refraction in the undercritical regions of the plasma.

Figure 5.13 (b) shows a shadowgram of probe 515 nm with a large field of view next to the intensity distribution of the focal spot. Filamentations are observed all along the jet axis. Considering the absolute intensities of the focal spot, this is expected from the measurements in figure 5.13 (a). The peak of the focus features an intensity of $2.1 \cdot 10^{18}$ W/cm$^2$ and the outermost local maxima of the pattern feature intensities of about $10^{-3} \times 2.1 \cdot 10^{18}$ W/cm$^2$, all of which are intensities that enable the generation of filaments.

Further reduction of the peak intensity to $4.1 \cdot 10^{17}$ W/cm$^2$ (figure 5.13 (c)) shifts the outermost local maxima to intensities close to $4.7 \cdot 10^{14}$ W/cm$^2$ and consequently no filaments are observed at the corresponding positions of the jet. Note that the maxima of the intensity pattern are occurring as blackened areas of LIB all along the jet. Areas without LIB occur inbetween. Furthermore, plasma emission indicates the positions of the local maxima of intensity.

For a peak intensity of $4.7 \cdot 10^{15}$ W/cm$^2$ (figure 5.13 (d)), only the central part of the intensity distribution is above the threshold of filament generation and, consequently, no filaments are observed along the jet. The outer maxima of the focal spot generate no LIB of the target. For a peak intensity of $4.7 \cdot 10^{14}$ W/cm$^2$ (figure 5.13 (e)), no filaments are observed, which is in agreement to figure 5.13 (a).

In the case of high-intensity lasers with peak intensities in the range of $5 \cdot 10^{20}$ W/cm$^2$, the usual focal spot shows a Gaussian shape only within one to two orders of magnitude of intensity, e.g., refer to figure 1 (b) in Ref. [211]. Outside this area, the light distribution consists of a more or less random formation of light patterns. The intensities at tens of micrometers away from the focal spot easily exceed $10^{18}$ W/cm$^2$ and the shadowgrams in section 3.2 show that LIB of the target is induced even hundreds of micrometer away from the focal spot. As the threshold of filament generation is located at a low intensity level of about $10^{15}$ W/cm$^2$, figure 5.13 (b) nicely illustrates that the origin of filamentation of the shadowedges of the jet target within a large field of view most likely originates from light of the focal spot, far away from the FWHM of the idealized focal spot. The time-dependent spatial shape of the shadow edges is resulting from plasma expansion and the imaging of refraction on the three-dimensional spatial structure.
6. Conclusion

In summary, this thesis investigates interactions of cryogenic hydrogen-jet targets with the DRACO-PW laser. The experimental implementation of time-resolved optical-probing diagnostics at DRACO PW and the technical innovation of off-harmonic optical probing overcome disturbances by parasitic plasma self-emission and allow for unprecedented observations of the target evolution during interactions with ultra-relativistic laser pulses of up to $6 \cdot 10^{21}$ W/cm$^2$ peak intensity. Together with the scientific framework and the overarching research project, chapter 2 presents the concept of temporal synchronization between the utilized stand-alone probe-laser system and DRACO PW and demonstrates subpicosecond temporal resolution by utilizing a beam-arrival monitor. Measurements of the spectral characteristics of plasma self-emission enable a discussion of the prospects of off-harmonic optical probing in different interaction scenarios that explain details about the choice of spectral filters, wavelength, spectral bandwidth and spectral fluence of the probe beam.

The laser-induced breakdown of solids, i.e., the phase transition from the solid to the plasma state, can be considered as an heuristic starting point of high-intensity laser-solid interactions. As this starting point is highly relevant to the corresponding start-to-end simulations, chapter 3 presents time-resolved measurements of laser-induced breakdown in interactions of dielectric hydrogen jets and the DRACO-PW laser with peak intensities between $0.6 \cdot 10^{21}$ W/cm$^2$ and $5.7 \cdot 10^{21}$ W/cm$^2$. By switching from the lowest to the highest peak intensity, the starting point of laser-induced breakdown shifts from the foot of the steep-rising edge into the picosecond pedestal of the leading edge. The shift is attributed to a lowering of the applicable threshold intensity of laser-induced breakdown well below the appearance intensity of barrier-suppression ionization. The observation demonstrates the relevance of the pulse-duration dependence of laser-induced breakdown and laser-induced damage threshold to the starting point of laser-induced breakdown in high-intensity laser-solid interactions. In addition, the chapter discusses the applicability of laser-induced breakdown as a diagnostic tool for high-power lasers and reports on dielectric breakdown that is caused by relativistic electrons. To apply the results to other laser-target assemblies, chapter 3 closes with a detailed instruction of how to pinpoint the starting point of laser-induced breakdown by comparing a measurement of the laser contrast with a characterization study of the target-specific thresholds of laser-induced breakdown at low laser intensity.

Chapter 4 presents an example of how optical-probing diagnostics are capable of bridging the necessity of simulating target pre-expansion by providing an estimate of initial target parameters for particle-in-cell simulations of the interaction between the target and the ultra-relativistic laser peak. A measurement of the shadow diameter at 200 fs before the DRACO-PW laser peak allows to restrict the surface gradient of the pre-expanded plasma density to an exponential scalelength between 0.06 µm and 0.13 µm. Particle-in-cell simulations compute the subsequent plasma-expansion dynamics that are induced by the ultra-relativistic laser peak. The results are compared to the experimental observations by post-processing of the electron-density evolution with ray-tracing simulations. The comparison yields that the formation of the experimentally measured shadowgrams is governed by refraction in the plasma-density gradients and it suggests that the measured volumetric transparency of the target at 1.4 ps after the laser peak is not caused by relativistically induced transparency but instead by plasma expansion into vacuum.

Leading-edge-driven target pre-expansion on a minimized level enables the precise adjustment of the target density to the arrival of the ultra-relativistic laser peak by all-optical target-density tailoring. In combination with the low solid density of the cryogenic hydrogen-jet target, the approach allows to artificially tune the plasma density of the target to nearcritical-density regime. Chapter 5 presents an experimental demonstration of all-optical target-density tailoring by isochoric heating via ultrashort laser pulses with a dimensionless vector potential of $a_0 \sim 1$. A discussion of the results allows to determine the evolution of the full target-density distribution after isochoric heating by a hybrid of hydrodynamics and ray-tracing simulations. The result enables the quantitative comparison of
particle-in-cell simulations to an experiment of enhanced laser-driven proton acceleration from cryogenic hydrogen jets at DRACO PW. Furthermore, the utilization of all-optical target-density tailoring as a testbed platform to experimentally benchmark collisional PIC simulations in the intensity regime between $10^{17}$ and $10^{19}$ W/cm$^2$ is proposed and, finally, an experimental exploration of future possibilities of all-optical target-density tailoring is given.

In conclusion, this thesis demonstrates that off-harmonic optical probing enables time-resolved measurements of the target evolution in high-intensity laser-solid interactions. The approach provides quantitative boundary conditions to simulations on all timescales of the interaction. By presenting an heuristic approach to determine the starting point of target pre-expansion, measuring target pre-expansion to the arrival of the ultra-relativistic laser peak and by proposing a testbed platform to experimentally benchmark collisional particle-in-cell simulations, the results foster the simulation of realistic experimental scenarios and will help to improve the predictive power of simulations of high-intensity laser-solid interactions in the future.
A. Abel transform

The principle of Abel transformation is visualized in figure A.1. The forward-Abel transform $A\mathcal{T}$ calculates a projection of a three-dimensional rotational-symmetric object onto a two-dimensional area. The three-dimensional object is given in cylinder coordinates $(z,r)$ and the two-dimensional projection is given in Cartesian coordinates $(z,y)$. The projection is calculated by integration of the three-dimensional object along straight lines along the $x$ axis. The reverse transformation is given by the inverse Abel transform $A\mathcal{T}^{-1}$.

The electron-density distribution $n_e(r,z)$ of a radially symmetric plasma is calculated from the phase-shift map $\Delta \phi(y,z)$ in the following way. The refractive index of a plasma is given by

$$\tilde{n} = \sqrt{1 - \frac{n_e}{n_c}}.$$  

$n_c$ is the wavelength-dependent critical density of the plasma. The variation of the refractive index with respect to the vacuum is given by

$$\Delta \tilde{n} = 1 - \tilde{n}.$$  

The phase shift $\Delta \phi(y,z)$ corresponds to a change in optical path length $\Delta s$ and $\lambda$ gives the wavelength of the light

$$\frac{\Delta \phi(y,z)}{2\pi} = \frac{\Delta s}{\lambda} = \frac{1}{\lambda} \cdot \int_{-\infty}^{\infty} \Delta \tilde{n}(x,y,z) dx,$$

$$\Delta \phi(y,z) = \frac{2\pi}{\lambda} \cdot \int_{-\infty}^{\infty} 1 - \sqrt{1 - \frac{n_e(x,y,z)}{n_c}} dx.$$  

Here, we assumed a straight line of propagation of the rays through the three-dimensional object. The symmetry of the three-dimensional object allows to reduce the interval of integration to

$$\Delta \phi(y,z) = \frac{2\pi}{\lambda} \cdot 2 \cdot \int_{0}^{\infty} 1 - \sqrt{1 - \frac{n_e(x,y,z)}{n_c}} dx.$$  

A coordinate transformation with $x = \sqrt{r^2 - y^2}$ yields

$$\frac{dx}{dr} = \frac{r}{\sqrt{r^2 - y^2}}.$$

Figure A.1.: Figure copied from [7]. General principle of the Abel transform.
and
\[\Delta \phi(y, z) = 2 \cdot \int_{|z|}^{\infty} dr \cdot \frac{r}{\sqrt{r^2 - y^2}} \cdot \frac{2\pi}{\lambda} \cdot \left(1 - \sqrt{1 - \frac{n_e(r, z)}{n_c}}\right).\]

The derived integral corresponds to the forward Abel transform AT:
\[\Delta \phi(y, z) = AT \left\{ \frac{2\pi}{\lambda} \cdot \left(1 - \sqrt{1 - \frac{n_e(r, z)}{n_c}}\right) \right\}.\]

Conversely, the radial distribution of electron density \(n_e(r, z)\) is calculated by the inverse Abel transform \(AT^{-1}\) of the phase map \(\Delta \phi(y, z)\):
\[n_e(r, z) = n_c \cdot \left(1 - \left(1 - \frac{\lambda}{2\pi} \cdot AT^{-1}\{\Delta \phi(y, z)\}\right)^2\right).\]

For numerical-calculation purposes via the software \textit{python}, a package of Abel transformation is available in reference [7].
B. Temporal properties of DRACO PW

B.1. Intrinsic temporal laser contrast

During the high-intensity experiments with DRACO PW and the cryogenic hydrogen-jet target in 2019, a temporal laser-contrast curve with reduced laser energy of about 0.27 J before compression (diagnostic mode) was recorded with a third-order autocorrelator (TOAC). The measurement allows to capture thousands of data points and to scan the laser contrast with a high temporal sampling rate. This is not possible at full laser energy (32 J before compression). However, it is known that the amplification of the laser pulse in the final laser amplifiers changes the laser contrast [53, 105]. For DRACO PW, this issue is investigated within another doctoral project, see Ref. [212]. For the project, laser-contrast measurements for different laser-amplification levels were recorded in 2021. The measurements are presented in figure B.1 (a). The blue line shows the measurement in diagnostic mode (0.27 J before compression), the orange line shows the measurement at 4 J laser energy before compression and the black crosses show singular measurements at full amplification (32 J before compression). A comparison of the measurements shows that the laser contrast changes for different stages of amplification. Short pre-pulses, e.g., at −54 ps or −90 ps delay, are effected differently than the more continuous picosecond pedestal. The picosecond pedestal between −90 ps and −2 ps shows negligible changes between the 4 J (orange) and 32 J (black) setting. Significant changes occur by changing from the 0.27 J (blue) to the 4 J setting (orange). Contrary, the height of singular pre-pulses is changed for all three settings, which is exemplified for the −54 ps pre-pulse in figure B.1 (c).

In this Appendix we calculate a representative full-energy laser-contrast curve from the diagnostic-mode measurement in 2019. The calculation utilizes a time-dependent conversion function, which is derived from the measurements in 2021. Different conversion functions apply for the more continuous picosecond pedestal, singular pre-pulses, the post-pulse and the amplified spontaneous emission (ASE).

For the picosecond pedestal, the conversion function is derived by division of the contrast curve of the 4 J setting with the contrast curve of the 0.27 J setting. The result is displayed in figure B.1 (b) as blue line. To reduce noise and to take into account changes on the 5 ps timescale only, a rolling average is applied (orange line). The curve shows that the conversion function is varying between about 1 and 20, depending on the delay. The conversion function of the single short pre-pulses is derived by a different method. For every pre-pulse in figure B.1 (a), the intensity of the pre-pulse in full-energy mode (black) is divided by the intensity of the pre-pulse in diagnostic mode (blue, see exemplary pre-pulse in figure B.1 (c)). The pre-pulse at −54 ps and −90 ps yield a conversion factor of 620 and 540, respectively. The pre-pulse at −160 ps is not differentiable from the ASE level in full-energy mode (black crosses between −160 ps and −100 ps). It is thus neglected in the conversion. The pre-pulse at −67 ps delay is visible in the measurement from 2019 only. Here, the conversion factor is estimated by the mean between the −90 ps and the −54 ps pre-pulse from 2021. Both, the temporally varying conversion function of the picosecond pedestal in figure B.1 (b) and the individual factors for single short pre-prepulses enable the conversion of the overall diagnostic-mode measurement from 2019 to the full-energy mode in the timeframe between −90 ps and −0.5 ps. The peak of the measurement between −0.5 ps and 0.5 ps is not changed, in agreement to the comparison of the measurements from 2021. The resulting contrast curve in full-energy mode is shown by orange markers in figure B.1 (d).

For the ASE pedestal and the post-pulse, the conversion functions are derived by a different approach, because the measurement of the 4 J setting from 2021 is limited to a time window between −90 ps and 0 ps. The conversion function of the ASE pedestal is derived by averaging the conversion function of
Figure B.1.: (a) TOAC measurement of the DRACO-PW-laser contrast in 2021 for different laser-energy levels, from Ref. [212]. (b) Conversion function of the picosecond pedestal between −90 ps and −2 ps to calculate the laser contrast in full-energy mode (32 J) from a measurement in diagnostic mode (0.27 J). (c) Singular short pre-pulse at −54 ps for different laser-energy levels. (d) TOAC measurement of the DRACO-PW-laser contrast in 2019 in diagnostic mode (blue). The black line shows the calculated laser contrast in full-energy mode (32 J) in 2019 (for details see text).
Figure B.2: (a) Calculated contrast in full energy mode (black) from 2019 and the same curve multiplied by the enhancement factor of the plasma mirror (PM, red). For details see text. Blue markers show the TOAC measurement from 2021 of DRACO PW in full energy mode and with PM cleaned contrast (noise level between $10^{-12}$ and $10^{-11}$). (b) $-54$ ps pre-pulse. (c) Picosecond pedestal.

The picosecond pedestal (figure B.1 (b)) between $-80$ ps and $-90$ ps to a single scalar value, because, viewing the measurements from 2021 in figure B.1 (a), the measurement of the 0.27 J setting (blue) enters the noise level just within this timeframe, while the ASE level of the measurement of the 4 J setting (orange) is still measurable. The derived correction factor of 13.5 is applied in the whole timeframe between $-250$ ps and $-90$ ps. The resulting full-energy contrast curve from 2019 is shown as red-cross markers in figure B.1 (d). The curve gives an upper boundary to the expected actual ASE level at full energy. Two pre-pulses at $-235$ ps and $-215$ ps delay are identified as an echo of intense short post-pulses and are deleted during conversion. For the post-pulse between 0.5 ps and 250 ps, the actual trend of the intensity distribution is less important for experimental considerations. However, the overall increased amount of energy in the post-pulse needs to be considered, if energy conservation is required. As an estimate, we take the global mean of the conversion function in figure B.1 (b) of 6.9 and apply it as a conversion factor to the entire post-pulse. The derived contrast curve is shown as green crosses in figure B.1 (d).

The result of the overall conversion of the measurement in diagnostic mode (blue) to the contrast curve in full-energy mode between $-250$ ps and 250 ps delay is presented in figure B.1 (d) as black line. Both curves are also presented and labeled as diagnostic mode and intrinsic contrast at full energy in figure 2.16 (a).

B.2. Temporal laser contrast with plasma mirror

In the context of the doctoral project [212], the temporal contrast of DRACO PW with plasma-mirror-enhanced (PM) laser contrast is measured in full-energy mode in 2021 (blue dots in figure B.2 (a)). The noise level of the measurement is between $10^{-12}$ and $10^{-11}$. Laser intensities relevant to the
A similar measurement of the PM-enhanced laser contrast is not available for 2019. Based on the considerations above, a synthetic PM-enhanced laser contrast of DRACO PW in full-energy mode from 2019 is derived as follows. Although the absolute signal level of the laser contrast changes over the years and increased by up to a factor of 10 between 2019 and 2021, the contrast-enhancement factor of the PM is expected to stay constant. This is because the setup and substrate coating of the PM did not change over the years. An enhancement factor of $2 \cdot 10^{-4}$ is measured by two methods: First, via a spectrally and angularly resolved absolute-reflectance measurement of the PM-substrate coating and, second, by comparing TOAC measurements in full-energy mode with and without PM, see Ref. [212].

Because of the comparably low temporal resolution of the TOAC, the switching point of the PM is not accessible via this technique. Alternatively, self-referenced spectral interferometry with extended time excursion [148] in full-energy mode is used. The measurement locates the PM-switching point at about $-0.2\text{ ps}$ delay [211, 212].

It follows that the PM-enhanced contrast curve of the full-energy mode in 2019 is derived by multiplying the intrinsic contrast curve in full-energy mode (black curve in figure B.2 (a)) by a factor of $2 \cdot 10^{-4}$ up to $-0.2\text{ ps}$ delay. The result is shown as red line in figures B.2 (a), (b) and (c). The calculated height of the $-54\text{ ps}$ pre-pulse (figure B.2 (b)) and of the $\sim 50\text{ ps}$ pedestal (figure B.2 (a)) agree within about one order of magnitude with the measurement from 2021, which is in congruence with the observed degradation of the contrast of about a factor of 10 from diagnostic-mode measurements. Only at around $-4\text{ ps}$ relative changes above one order of magnitude are observed (figure B.2 (c)).

B.3. Stability of the peak power

Petawatt-class lasers feature several amplifier stages and a number of alignment-sensitive optical components like stretchers, compressors and non-linear pulse cleaners, e.g., an XPW-crystal. Furthermore, active acousto-optic modulators are implemented for precompensation of spectral-gain narrowing and fine tuning of spectral-phase components, e.g., the Dazzler and Mazzler devices by Fastlight. The $\sim 0.5\text{ km}$ long laser chain of the DRACO PW laser is housed in sealed boxes to keep air turbulences and changes in ambient temperature at a minimum level. For broadband ultra-short laser systems, however, the spectral phase typically shows a variation over time, i.e., from shot to shot. The variation is not chaotic. It occurs as an alternation of different spectral-phase terms. In the temporal domain, this causes a continuous variation of the pulse shape.

For some of the experiments in this thesis, the fluctuation of the peak power on the $10\%$ level is of relevance. To derive an estimate of the stability, measurements of the pulse shape of the DRACO laser occur for a short pre-pulse at $-54\text{ ps}$ (figure B.2 (b)) and the picosecond pedestal between $-10\text{ ps}$ and $0\text{ ps}$ (figure B.2 (c)).
laser with an energy of about 400 mJ before compression are conducted at 10 Hz by a *Wizzler* device by *Fastlight*. Exemplary pulse shapes are displayed in figure B.3 (a). The area of each curve is set to 1 J laser energy. As displayed, singular shots show a significant variation of the peak power. The fluctuation of the peak power is displayed in figure B.3 (b) for half-an-hour laser operation. The mean and standard deviation of the measurement is \((26.7 \pm 4.6) \cdot 10^{12} \text{W}\). This gives a relative standard deviation of 17\%.
C. Beam-arrival monitor

Figure C.1 (a) gives a schematic of the setup and alignment procedure of the BAM. The DRACO leakage (red beam) leaves the vacuum chamber with about one mJ of energy by traversing an AR-coated UVFS window with 3.05 mm thickness and one-inch diameter. Via mirrors, it is guided towards a lens with a focal length of 40 mm and creates a filament in the focal plane of the lens. An iris with adjustable aperture size allows to change the laser energy continuously without changing the delay of the pulse. To capture time-resolved shadowgraphy images of the filament, the probe leakage (green beam) is used as backlighter in 90° direction to the DRACO leakage. A long-working-distance finite-conjugate microscope objective images the filament with ten-times magnification onto a camera. An exemplary shadowgraphy image is presented in figure C.1 (c) (DRACO leakage is propagating from bottom to top). The brightness of the background-signal level is adjustable via an iris in the beamline of the probe leakage. Multiple passes over several mirrors accumulate time delay such that the leading edge of the filament is central on the camera when the reference time is reached. The general setup needs to be aligned only once during preparation of an experimental campaign and requires readjustment, if the optical-path length of the DRACO or the probe beam between the pickoff of the BAM leakage and the final laser-plasma interaction point is changed. Thus, it is desired to pick the leakage of both lasers as close as possible to the final interaction point in the target chamber. In this way, devices that enlarge or shorten the optical beampath, e.g., the recollimating PM setup, do not imply a realignment of the BAM. However, small changes of the optical-path length up to multiple centimeters can be compensated by the motorized delay stage in the beam path of the probe leakage. The alignment process of the BAM is sketched in the inset of figure C.1 (a). The first step is the spatial alignment between pump and probe. For this, the tip of a small pin (e.g. 0.5 mm diameter) is placed in the object plane of the objective and the shadow that is produced via illumination by the probe leakage is recorded with the camera. In the next step, the DRACO leakage is switched on and the horizontal and vertical angle of the last folding mirror before the lens is tuned until the scattered light of the DRACO leakage is maximized on the tip of the pin. To match the focal position to the pin position, the lens is shifted along the beam path until the area of scattered light is minimized. In the second step a rough temporal synchronization of the two laser beams is achieved by replacing the pin with a fast photo diode (e.g. DET025A by Thorlabs, rise time = fall time = 150 ps). Viewing the temporal position of both laser pulses on an oscilloscope, the gate trigger of the probe laser system (second pillar of the temporal synchronization) is shifted until both pulses are within one oscillator bucket (∼12.8 nm for 78 MHz oscillator frequency). Via the phase-shifter DDS120, the residual time delay of the probe laser is tuned to 200 ps after the pump laser. This ensures that the generated filament in air is visible in the shadowgraphy imaging. Finally, in the third step, the photo diode is removed and a shadowgram of the filament is visible on the camera. Via the phaseshifter, the pump-probe delay is reduced until the leading edge of the filament is centralized in the camera image. The visibility of the filament is maximized by tuning the filament position via the last folding mirror before the lens in the DRACO-leakage beamline.

The derivation of a time delay from the measured raw data of shadowgraphy is done as follows. The field of view of the microscopy setup is calibrated by a resolution test chart. Via the speed of light, the spatial calibration is transformed into a temporal calibration, given on the right side of figure C.1 (e). In a first step, the background signal (B, fig. C.1 (b)) without filament is subtracted from the raw signal (S, fig. C.1 (c)). Taking the decadic logarithm of the derived signal log(S − B) and setting negative values of S − B to zero gives fig. C.1 (d). Figure C.1 (e) presents the central vertical lineout of figure C.1 (d), which shows a clear cut-off (horizontal yellow line). The time at which the signal level of the cut-off drops below 0.5 arb.units is taken as time delay of the specific shot. Evaluating the width of the cut-off, the uncertainty of a BAM measurement is about 50 fs, see Ref. [213].

Checking the filament position on the BAM is part of the daily routine of the experimental preparation.
Figure C.1: Beam-arrival monitor (BAM): (a) General setup: The DRACO leakage (red beam) is focused outside the experimental chamber and creates a filament in air. The filament is illuminated transversally by the probe leakage (green beam). An objective (O) images the shadow onto a shadowgraphy camera. Optical components: window (W), iris (I), lens (L), mirror (M), photo diode (PD) and a delay stage (DS). The alignment procedure (1), (2), (3) is described in the text. (b) Background image (B). (c) Signal image (S) with a filament showing a clear cut-off (DRACO leakage is propagating from bottom to top). (d) Decadic logarithm of the background-subtracted signal image and (e) line-out along the central vertical axis of fig. (d) for signal processing.
and guarantees the temporal synchronization of pump and probe beam at the interaction point in the experimental chamber.
D. Polarization mixing in the final laser amplifier

To estimate the possible origin of a beam with ordinary polarization by polarization mixing in the final laser amplifier, even if the laser is operated in nominal conditions (extraordinary-polarized seed), we compare the peak height of the focal spot labeled “(1)” in figure 3.14 (b) in the extraordinary-polarization setting and the focal spots labeled “(1)” and “(2)” in figure 3.14 (b) in the ordinary-polarization setting. First, the polarization-filter efficiency of the compressor chamber $T_{KK}^e/T_{KK}^o$ is estimated by comparing the peak heights of focal spot (1) in the ordinary-polarization and extraordinary-polarization setting $I_1^o$ and $I_1^e$. By taking into account the transmission of the wedge attenuator $T_{wedge}^e/T_{wedge}^o = 1/150$ we derive

$$\frac{I_1^e}{I_1^o} = \frac{T_{KK}^e}{T_{KK}^o} \cdot \frac{T_{wedge}^e}{T_{wedge}^o} \cdot \frac{1 - \alpha_{mix}}{1 - \alpha_{mix}} \cdot \frac{I_{seed}}{I_{seed}}. \tag{D.1}$$

$I_{seed}$ is the intensity of the seed beam and $\alpha_{mix}$ is the fraction of light that is rotated into the other polarization direction (mixing fraction). The ratio $T_{KK}^e/T_{KK}^o$ is calculated to be 850/1.

In a second step, the mixing fraction $\alpha_{mix}$ of the overall amplifier, i.e., the fraction of light that is transformed into the unwanted polarization direction, is estimated by comparing the focal spot (1) and (2) in the ordinary-polarization setting. Here, focal spot (1) with a peak intensity of $I_1^o$ corresponds to the nominal seed beam and focal spot (2) with a peak intensity of $I_2^o$ corresponds to the parasitically generated spot of perpendicular polarization. For this estimation, again the transmission of the wedge attenuator and the transmission of the compressor chamber need to be taken into account and we approximate that focal spot “(3)” or further conversions are negligible:

$$\frac{I_2^o}{I_1^o} = \frac{T_{KK}^e}{T_{KK}^o} \cdot \frac{T_{wedge}^e}{T_{wedge}^o} \cdot \frac{\alpha_{mix}}{1 - \alpha_{mix}} \cdot \frac{I_{seed}}{I_{seed}}. \tag{D.2}$$

From the measurements in figure 3.14 (b) a mixing fraction of $\alpha_{mix} = 18\%$ is calculated. Because of the negligence of focal spot (3), the result is an upper limit.

The estimation shows that a significant amount of the ordinary-polarized seed is converted into a beam with extraordinary polarization, just by the inherent properties of the setup and components of the final laser amplifier. The result is qualitatively confirmed by a two-fold increase of ellipticity of the laser beam after propagating the two final multi-pass amplifiers. The value is derived from a measurement of the polarization contrast via the combination of a Glan-Thompson prims and a photodiode. The non-visibility of the polarization mixing in the upper image with respect to the lower image of figure 3.14 (b) is explained by the strong difference of the combined transmission of the wedge attenuator and the compressor for ordinary and extraordinary polarization. Because the extraordinary-polarized nominal beam experiences higher overall transmission, the detection of extraordinary light in the setting with an ordinary-polarized seed beam is easier than in the opposite setting. However, the mixing fraction from one polarized beam into the orthogonally polarized beam within the amplifier should be equivalent.
This Appendix discusses details of the PIC simulation, which is part of the discussion in section 4.2. The Appendix is published in Ref. Bernert et al. [24]. The implementation and conduction of three-dimensional-PIC simulation is part of a different PhD-thesis project, see Ref. [79]. The PIC cycle uses the Yee field solver, Esirkepov current deposition and Boris particle push. The simulation uses 18 particles per cell. The pump-laser pulse is initialized with p polarization, 800 nm wavelength and a Gaussian shape in all three dimensions. The pulse-duration FWHM is set to 30 fs, the spatial FWHM into the two lateral dimensions is 4.1 μm and the normalized peak of the normalized vector potential is $a_0 = 33$. The overall box size is 20 μm (target axis) × 40.6 μm × 80 μm (laser propagation direction) and the laser wavelength is isotropically resolved by 24 cells. One timestep of the simulation is 0.064 fs and absorbing boundary conditions are used. The simulation runs on 60 GPUs of the type NVIDIA® V100 and the overall runtime is 4.5 h. Although higher spatial resolution of the PIC simulation is desired and would give more robust results, the presented numerical settings are as good as possible for the given computational resources and a balanced choice between resolution and overall box size needs to be considered. A large box size is relevant to simulate the plasma expansion at later delays.
F. Dispersion relation of optical waves in homogeneous plasmas

As a supplement to section 4.2, the following Appendix describes the derivation of the dispersion relation of an optical plane wave in a homogeneous plasma. The result of the derivation is the formula of the refractive index

\[ \tilde{n} = \sqrt{1 - \frac{n_e}{n_c}} \]  \hspace{1cm} (F.1)

with \( n_e \) and \( n_c \) being the electron density and the critical density of the specific wavelength of the optical wave, respectively. As detailed in the following, several assumptions about the spatial and temporal variation of the electronic currents, ionic currents and densities of the plasma need to be considered to derive the dispersion relation of equation F.1.

We start with Maxwell’s equations

\[ \text{div} \vec{E} = \frac{\rho}{\epsilon_0} \]  \hspace{1cm} (F.2)
\[ \text{div} \vec{B} = 0 \]  \hspace{1cm} (F.3)
\[ \text{rot} \vec{E} = -\frac{\partial \vec{B}}{\partial t} \]  \hspace{1cm} (F.4)
\[ \text{rot} \vec{B} = \mu_0 \vec{j} + \mu_0 \epsilon_0 \frac{\partial \vec{E}}{\partial t}. \]  \hspace{1cm} (F.5)

\( \vec{E} \) is the electric field, \( \vec{B} \) is the magnetic field, \( \rho \) is the charge density, \( \vec{j} \) is the current density, \( \epsilon_0 \) is the vacuum permittivity and \( \mu_0 \) is the vacuum permeability. Taking the rotation of equation F.4, switching the temporal and spatial derivative and insertion of equation F.5 gives

\[ \text{rot rot} \vec{E} = -\text{rot} \frac{\partial \vec{B}}{\partial t} \]
\[ \text{rot rot} \vec{E} = -\mu_0 \frac{\partial \vec{j}}{\partial t} - \mu_0 \epsilon_0 \frac{\partial^2 \vec{E}}{\partial t^2}. \]  \hspace{1cm} (F.6)

Taking the gradient of equation F.2 and using the Laplace operator with \( \Delta \vec{E} = \text{grad} \text{ div} \vec{E} - \text{rot rot} \vec{E} \) gives

\[ \text{grad} \text{ div} \vec{E} = \frac{1}{\epsilon_0} \text{grad} \rho \]
\[ \Delta \vec{E} + \text{rot rot} \vec{E} = \frac{1}{\epsilon_0} \text{grad} \rho. \]  \hspace{1cm} (F.7)

The combination of equations F.6 and F.7 gives the wave equation

\[ \Delta \vec{E} - \frac{1}{\epsilon_0} \text{grad} \rho \mu_0 \frac{\partial \vec{j}}{\partial t} + \mu_0 \epsilon_0 \frac{\partial^2 \vec{E}}{\partial t^2}. \]  \hspace{1cm} (F.8)

To derive equation F.1, four assumptions about the plasma need to be considered:
1. There are no spatial gradients of the electron density $n_e$ and the ion density $n_i$:
   \[
   \text{grad} \rho = e \text{grad} n_e + Ze \text{grad} n_i = 0.
   \]
   Here, $Z$ is the charge state of the ions.

2. There are no magnetic fields:
   \[
   \vec{B} = 0.
   \]

3. All ionic currents $\vec{j}_i$ do not change in time:
   \[
   \frac{\partial \vec{j}_i}{\partial t} = 0.
   \]

4. The temporal variation of the electron density is small compared to the absolute electron density:
   \[
   \frac{1}{n_e} \frac{\partial n_e}{\partial t} = 0.
   \]

To calculate the temporal variation of current $\partial \vec{j}/\partial t$ in the wave equation F.8, the equation of motion is considered:

\[
m \frac{\partial \vec{V}}{\partial t} = q(\vec{E} + \vec{V} \times \vec{B}).
\]

The charge $q$ is equal to the elementary charge $e$ for electronic currents and $Z \cdot e$ for ionic currents. $m$ corresponds to the particle mass of each species. Together with assumption 2 the equation of motions for electrons and ions reads:

\[
m_i \frac{\partial \vec{V}_i}{\partial t} = Ze \vec{E}
\]

\[
m_e \frac{\partial \vec{V}_e}{\partial t} = -e \vec{E}.
\]

From $\vec{j} = n q \vec{V}$ we derive

\[
\frac{\partial \vec{V}}{\partial t} = \frac{1}{qn} \frac{\partial \vec{j}}{\partial t} - \frac{\vec{j}}{n^2 q} \frac{\partial n}{\partial t}.
\]

Combined with the equation of motion of each species, the temporal variation of the electronic and ionic currents is

\[
\frac{\partial \vec{j}_i}{\partial t} = \frac{Ze^2 n_i}{m_i} \cdot \vec{E} + \frac{\vec{j}_i}{n_i} \cdot \frac{\partial n_i}{\partial t}
\]

\[
\frac{\partial \vec{j}_e}{\partial t} = \frac{e^2 n_e}{m_e} \cdot \vec{E} + \frac{\vec{j}_e}{n_e} \cdot \frac{\partial n_e}{\partial t}.
\]

The variation of overall current with time $\partial \vec{j}/\partial t$ is written as the sum of the electronic and the ionic currents

\[
\frac{\partial \vec{j}}{\partial t} = \frac{\partial \vec{j}_i}{\partial t} + \frac{\partial \vec{j}_e}{\partial t}.
\]

Considering the assumptions 3 and 4, the equation simplifies to
\[ \frac{\partial \vec{j}}{\partial t} = \frac{e^2 n_e}{m_e} \vec{E}. \] (F.9)

Using approximation 1 and equation F.9, the wave equation F.8 simplifies to the wave equation of homogeneous plasmas:

\[ \Delta \vec{E} - \frac{\mu_0 e^2 n_e}{m_e} \vec{E} - \frac{1}{c^2} \frac{\partial^2 \vec{E}}{\partial t^2} = 0. \] (F.10)

Here, the relation \( c^2 = (\mu_0 \epsilon_0)^{-1} \) is used.

Using a plane wave \( \vec{E} = \hat{e}_x E_0 \exp(i \omega t + i k x) \) with the unit vector \( \hat{e}_x \) in x direction, the light frequency \( \omega \) and the momentum vector \( k \) in x direction, equation F.10 gives

\[ -k^2 - \frac{\mu_0 e^2 n_e}{m_e} + \frac{\omega^2}{c^2} = 0 \]

\[ \frac{k^2}{\omega^2} = \frac{1}{c^2} \left( 1 - \frac{e^2 n_e}{\epsilon_0 m_e} \cdot \frac{1}{\omega^2} \right). \]

Defining the plasma frequency \( \omega_p^2 = \frac{e^2 n_e}{\epsilon_0 m_e} \) and inversion of the equation yields the phase velocity of the light \( V(\omega) \):

\[ V^2 = \frac{\omega^2}{k^2} = \frac{\frac{c^2}{\omega^2}}{1 - \frac{\omega_p^2}{\omega^2}}. \]

The refractive index \( \tilde{n}(\omega) \), i.e., the dispersion relation, is defined by \( V^2 = c^2/\tilde{n}^2 \). Thus, the refractive index of a homogeneous plasma is given by

\[ \tilde{n}(\omega)^2 = 1 - \frac{\omega_p^2}{\omega^2}. \]

The frequency \( \omega \) of the light defines the critical density of the plasma

\[ n_c = \frac{\epsilon_0 m_e \omega_p^2}{e^2}. \]

For densities higher than \( n_c \), the electrons are able to collectively shield the plasma and prevent propagation of electromagnetic waves. For densities lower than \( n_c \), electromagnetic waves traverse the plasma and the electrons move according to the electromagnetic fields. Given a wavelength \( \lambda \) and a plasma with an electron density \( n_e \), the dispersion relation reads

\[ \tilde{n}(\lambda)^2 = 1 - \frac{n_e}{n_c(\lambda)}. \] (F.11)
G. Plasma dynamics of the hydrogen-jet target at subrelativistic pump-laser intensities

G.1. Setup in target chamber I1

To study the plasma dynamics of the cylindrical hydrogen-jet target for subrelativistic pump-laser intensities, a dedicated pump-probe experiment is conducted in experimental chamber I1. The experiment is part of a master-thesis project (Ref. [15]) that was supervised within this thesis project. A part of the DRACO-150TW-laser beam is used as pump laser. The top-view schematic of the setup is shown in figure G.1 (a). A 16 mm-wide circular aperture is placed in the collimated pump beam and the transmitted light is focused by an f/16 OAP to an Airy-pattern focus with a FWHM of 14 µm of the central disk (see fig. G.1 (b)). Two pulse-duration settings of the pump beam are realized by introducing defined dispersion in the beam path before compression (28.5 fs and 12.6 ps). The energy of the pump laser is tunable between 0.16 J and 2.7 µJ. Tuning is achieved by switching off laser amplifiers or by using a waveplate attenuator with a variable transmission between 10 and 100%. This enables experiments with pump-laser peak intensities between 2.1 \( \cdot 10^{18} \) W/cm\(^2\) and 3.6 \( \cdot 10^{13} \) W/cm\(^2\) for the 28.5 fs pulse-duration setting and with intensities between 5.5 \( \cdot 10^{15} \) W/cm\(^2\) and 1.3 \( \cdot 10^{12} \) W/cm\(^2\) for the 12.6 ps pulse-duration setting. The experiments utilize the cylindrical hydrogen-jet target with a nominal source diameter of 5 µm.

The pump-laser-target interaction is investigated by off-harmonic optical shadowgraphy at 90° angle to the pump-laser-propagation direction. Two copropagating probe pulses with a wavelength of 515 nm and 258 nm are generated by the stand-alone synchronized probe-laser system (section 2.3.1). The 258 nm probe and the 515 nm probe feature a pulse energy of 5 µJ and approximately 0.3 µJ and a pulse duration of 260 fs and 160 fs, respectively. The pump-probe delay is variable and the temporal resolution of a time-delay scan is 175 fs. The captured shadowgrams are blurred by the pulse duration. Because of dispersion effects, the 515 nm probe arrives 4.6 ps earlier on target than the 258 nm probe. To increase fluence and to reduce the influence of parasitic plasma emission, the probe beams are focused on target by an f/1 OAP. For more details about the technical implementation, see Ref. [15]. A long-working-distance infinite-conjugate microscope objective (designed for laser operation at 266 nm and 532 nm wavelengths, \( M \) Plan UV 80x by Mitutoyo, alternatively PFL-50-UV-AG-LC07-A by Op-
toSigma) is used to image the shadow of the target simultaneously with both probe colors. The images are split by a dichroic mirror behind the objective and each image is recorded by a separate camera, equipped with the corresponding bandpass filters of the probing wavelength. For the 258 nm probe, the magnification of the microscope is $M = 77$ and the measured spatial-resolution limit is better than 500 nm. The utilized camera is a PCO.ultraviolet (14bit-CCD sensor with $1392 \times 1040$ pixels, each of 4.65 $\mu$m size) that provides a total field of view (FoV) of $84 \mu \text{m} \times 63 \mu \text{m}$. For the 515 nm probe, the microscope features a magnification of $M = 70$ and a measured spatial-resolution limit better than 1 $\mu$m. The utilized camera is a PCO.edge 4.2 (16bit-sCMOS sensor with $2048 \times 2048$ pixels, each of 6.5 $\mu$m size) that provides a FoV of $190 \mu \text{m} \times 190 \mu \text{m}$.

G.2. Results

The self-replenishing target delivery and the repetition rate of the pump laser allow for data acquisition of shadowgrams of the laser-target interaction at 1 Hz. Thousands of shadowgrams are recorded for each setting of the pump-laser-pulse duration. A large parameter space of pump-probe delays and pump-laser-peak intensities is scanned. A secondary optical-probing axis at 0 deg angle, which uses the OAP of the pump laser as imaging system, guarantees central overlap of the pump laser and the target. Both probing axis (0 deg and 90 deg) are used to sort out shots for which the target is not within the depth of field of the microscope [15]. For each pump-probe delay, peak intensity and pulse duration setting, a representative shadowgram is presented in the following.

G.2.1. 28.5 fs duration of the pump laser

For a pump-pulse duration of 28.5 fs, figures G.2 and G.3 show time-delay scans that are captured by the 258 nm probe for pump-laser-peak intensities between $2.1 \cdot 10^{18}$ W/cm$^2$ and $4.7 \cdot 10^{14}$ W/cm$^2$. Figures G.4 and G.5 show the corresponding data of the 515 nm probe. The shadowgrams of the 258 nm probe and the 515 nm probe correspond pairwise to the same shot, e.g., at $2.1 \cdot 10^{18}$ W/cm$^2$ peak intensity, the shadowgram of the 258 nm probe with 0 ps pump-probe delay corresponds to the same shot of the 515 nm probe with $-5$ ps pump-probe delay. Figure G.6 shows shadowgraphy images of the 258 nm probe and the 515 nm probe for the lowest peak intensities between $3.5 \cdot 10^{14}$ W/cm$^2$ and $3.5 \cdot 10^{13}$ W/cm$^2$.

G.2.2. 12.6 ps duration of the pump laser

The figures G.7 and G.8 show time-delay scans that are captured by the 258 nm probe at pump-laser-peak intensities between $5.5 \cdot 10^{15}$ W/cm$^2$ and $4.1 \cdot 10^{13}$ W/cm$^2$ and a pump-pulse duration of 12.6 ps. Figures G.10 and G.11 show the same data as captured by the 515 nm probe. The figures G.9 and G.12 show time-delay scans captured by the 258 nm probe and the 515 nm probe for pump-laser-peak intensities between $1.3 \cdot 10^{13}$ W/cm$^2$ and $1.3 \cdot 10^{12}$ W/cm$^2$. Like in the previous section, the shadowgrams of the 258 nm probe and the 515 nm probe pairwise correspond to the same shot.
Figure G.2.: Time-resolved shadowgraphy of the plasma expansion of the cylindrical hydrogen-jet target captured by the 258 nm probe for different pump-laser-peak intensities and 28.5 fs pump-laser-pulse duration.
Figure G.3.: Time-resolved shadowgraphy of the plasma expansion of the cylindrical hydrogen-jet target captured by the 258 nm probe for different pump-laser-peak intensities and 28.5 fs pump-laser-pulse duration.
Figure G.4.: Time-resolved shadowgraphy of the plasma expansion of the cylindrical hydrogen-jet target captured by the 515 nm probe for different pump-laser-peak intensities and 28.5 fs pump-laser-pulse duration.
Figure G.5.: Time-resolved shadowgraphy of the plasma expansion of the cylindrical hydrogen-jet target captured by the 515 nm probe for different pump-laser-peak intensities and 28.5 fs pump-laser-pulse duration.
Figure G.6.: Time-resolved shadowgraphy of the plasma expansion of the cylindrical hydrogen-jet target captured by the 258 nm probe and the 515 nm probe for the lowest pump-laser-peak intensities and 28.5 fs pump-laser-pulse duration.
Figure G.7.: Time-resolved shadowgraphy of the plasma expansion of the cylindrical hydrogen-jet target captured by the 258 nm probe for different pump-laser-peak intensities and 12.6 ps pump-laser-pulse duration.
Figure G.8.: Time-resolved shadowgraphy of the plasma expansion of the cylindrical hydrogen-jet target captured by the 258 nm probe for different pump-laser-peak intensities and 12.6 ps pump-laser-pulse duration.
Figure G.9.: Time-resolved shadowgraphy of the plasma expansion of the cylindrical hydrogen-jet target captured by the 258 nm probe for different pump-laser-peak intensities and 12.6 ps pump-laser-pulse duration.
Figure G.10.: Time-resolved shadowgraphy of the plasma expansion of the cylindrical hydrogen-jet target captured by the 515 nm probe for different pump-laser-peak intensities and 12.6 ps pump-laser-pulse duration.
Figure G.11.: Time-resolved shadowgraphy of the plasma expansion of the cylindrical hydrogen-jet target captured by the 515 nm probe for different pump-laser-peak intensities and 12.6 ps pump-laser-pulse duration.
Figure G.12: Time-resolved shadowgraphy of the plasma expansion of the cylindrical hydrogen-jet target captured by the 515 nm probe for different pump-laser-peak intensities and 12.6 ps pump-laser-pulse duration.
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